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报告摘要 Abstract 

Machine learning (ML) has found successful applications in diverse areas of science and engineering, and is now an 
indispensable tool in AI. Though powerful, ML models can be computationally expensive. In this talk, I will discuss 
recent advances that try to alleviate these problems. On the highly popular deep learning models, we use quantization 
to significantly reduce the network size without sacrificing performance, and also develop efficient algorithms for 
training on single machines and distributed platforms. These techniques are also extended for use in a collaborative 
federated learning environment. Similarly, non-deep learning models can also be made more time- and sample-efficient 
by utilizing structures in the application problems. Finally, we explore the automatic search for these powerful but 
compact ML models. 

 

有兴趣合作之项目 Interested topics for future collaboration 

Deep learning,  
AutoML,  
Continual learning,  
Distributed learning, 
Reinforcement learning, 
Machine learning theory and applications in general 

 


