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报告摘要 Abstract 

Big Data is emerging as one of the hottest multi-disciplinary research fields in recent years. 
Big data innovations are transforming science, engineering, medicine, healthcare, education, 
finance, business, and ultimately society itself.  However, as their data space is so vast that it 
is infeasible to scan the data once, we must focus our search on promising subspaces. We 
introduce the concept of kernels that represent solution density in a subspace.  To avoid 
scanning through the entire data, we prune inferior subspaces with a small kernel using some 

dominance relations between subspaces  and .  In this case, when  dominates , we 

can prune  because we can guarantee that the kernel in  cannot be better than that in , 

without search both subspaces.  This approach is significantly more effective than heuristic 
pruning, which does not provide such guarantees.   For illustration, we present the learning 
and generalization of methods for identifying subspaces with high daily returns in financial 
applications, and the identification of regions with high perceptual quality in interactive 
multimedia. 

 


