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报告摘要 Abstract 

深度神经网络内部知识可解释性差，已经成为了当前机器学习研究亟需解决的关键问题。本报告分析导致这一

问题的原因，即传统深度神经网络研究中所存在的知识语义与数据分离表达，深度神经网络的隐特征空间表达

缺乏语义，以及无语义性导致机器学习缺乏可解释性和鲁棒性。进而，提出概念嵌入的研究思路，利用概念树

的可解释性和层次结构特性，建立概念森林的知识深度表达模型，将概念森林的层次知识表达结构映射到深度

神经网络的特征空间表达结构，实现可解释的深度表达学习，具体包括：建立概念森林的知识深度表达模型，

实现可解释的“数据→概念→概念树→概念森林”的数据与知识统一表达；提出“数据→概念”、“概念→概念

树”、“概念树→概念森林”的学习算子和变换算子，建立贝叶斯云模型，构建概念森林的知识深度表达空间；

建立深度神经网络特征空间与概念森林知识深度表达空间之间的映射，实现零/少样本学习的知识迁移与动态演

化，以及跨层概念间的关联表示和知识推理。最后介绍一些相关研究工作情况。 

The poor interpretability problem of the neural network’s internal knowledge is a key problem to be studied in machine 
learning now. The reasons for this problem are analyzed, that is, knowledge and data are expressed in different systems 



 
 

人工智能学术研讨会 Academic Symposium on Artificial Intelligence  (2019.11.4-8) 

independently in traditional neural network models, the latent feature space of deep neural networks has no semantic 
meaning, non-semantic causes lack of interpretability and robustness in machine learning. A research idea of concept 
embedding is proposed. Taking advantage of the interpretability and hierarchical structure characteristics of concept 
trees, it aims to develop a deep knowledge representation model called concept forest. It maps the hierarchical 
knowledge representation structure of a concept forest to the feature space representation structure of a deep neural 
network, and further realizes interpretable deep representation learning. It includes the following three key research 
tasks. The first, realizing a unified interpretable representation “data -> concept -> concept tree -> concept forest” for 
data and knowledge through establishing a deep knowledge representation model based on concept forest. Then, 
proposing learning and transforming operators of "from data to concept", "from concept to concept tree" and "from 
concept tree to concept forest", developing a Bayesian Cloud Model, and constructing a deep knowledge representation 
space based on concept forest. The third, establishing a mapping between the hierarchical feature space of a deep 
neural network and the deep knowledge representation space of a concept forest, realizing the knowledge 
transformation and dynamic evolution of zero-shot or small-shot learning, as well as the association representation and 
knowledge reasoning among cross-layer concepts. Some related researches are introduced at last. 
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