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Guoyin Wang recelved the B.E. degree in computer software, the M.S. degree in computer software, and the Ph.D.
degree in computer organization and architecture from Xi’an Jiaotong University, Xi’an, China, in 1992, 1994, and 1996,
respectively. He worked at the University of North Texas, USA, and the University of Regina, Canada, as a Visiting Scholar
during 1998-1999. Since 1996, he has been working at the Chongging University of Posts and Telecommunications,
Chongging, China, where he is currently a Professor and a Ph.D. supervisor, the Dean of Graduate School, the Director of
Big Data Intelligence Institute, the Director of Chongqing Key Laboratory of Computational Intelligence, and the Director
of Big Data Intelligent Computing National Int. Cooperation Base. His research interests include big data intelligence,
data mining, machine learning, rough set, granular computing, cognitive computing, etc. He has published over 300
reviewed papers and over 20 books. Dr. Wang was the President of the International Rough Set Society (IRSS) 2014-
2017. He is a Vice-President of the Chinese Association for Artificial Intelligence (CAAI), and a council member of the
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The poor interpretability problem of the neural network’s internal knowledge is a key problem to be studied in machine
learning now. The reasons for this problem are analyzed, that is, knowledge and data are expressed in different systems
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independently in traditional neural network models, the latent feature space of deep neural networks has no semantic
meaning, non-semantic causes lack of interpretability and robustness in machine learning. A research idea of concept
embedding is proposed. Taking advantage of the interpretability and hierarchical structure characteristics of concept
trees, it aims to develop a deep knowledge representation model called concept forest. It maps the hierarchical
knowledge representation structure of a concept forest to the feature space representation structure of a deep neural
network, and further realizes interpretable deep representation learning. It includes the following three key research
tasks. The first, realizing a unified interpretable representation “data -> concept -> concept tree -> concept forest” for
data and knowledge through establishing a deep knowledge representation model based on concept forest. Then,
proposing learning and transforming operators of "from data to concept"”, "from concept to concept tree" and "from
concept tree to concept forest", developing a Bayesian Cloud Model, and constructing a deep knowledge representation
space based on concept forest. The third, establishing a mapping between the hierarchical feature space of a deep
neural network and the deep knowledge representation space of a concept forest, realizing the knowledge
transformation and dynamic evolution of zero-shot or small-shot learning, as well as the association representation and
knowledge reasoning among cross-layer concepts. Some related researches are introduced at last.
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