
Special Section: Improving Measurements of Earthquake Source Parameters

Earthquake Source Spectra Estimates Vary
Widely for Two Ridgecrest Aftershocks Because

of Differences in Attenuation Corrections
Peter M. Shearer*1 , Ian Vandevert1 , Wenyuan Fan1 , Rachel E. Abercrombie2 , Dino Bindi3 ,

Giovanna Calderoni4 , Xiaowei Chen5 , William Ellsworth6 , Rebecca Harrington7 , Yihe Huang8 ,
Trey Knudson6 , Meggy Roßbach7 , Claudio Satriano9 , Mariano Supino4 , Daniel T. Trugman10 ,

Hongfeng Yang11 , and Jiewen Zhang11

ABSTRACT
Differences in stress-drop estimates among groups of scientists for the same earthquakes
suggest disagreement in the shape of the source spectra that are used to measure corner
frequency. A critical step in characterizing source spectra involves applying empirical cor-
rections for site effects and the loss of high-frequency energy that occurs along the source–
receiver path. As part of the Ridgecrest stress-drop validation study, we compare path-cor-
rected source spectra among different methods for two nearly collocated M 3 earthquakes
and investigate whether systematic differences in the applied path corrections are affect-
ing corner-frequency estimates. We find substantial disagreements in the path corrections,
which are well approximated with a simple exponential function related to the strong
ground motion parameter κ. These κ differences are strongly correlated with corner-fre-
quency estimates for path-corrected spectra, suggesting they are a large source of system-
atic differences in corner frequency (and inferred stress drop) among the methods,
reflecting varying trade-offs between the source and path contributions to observed spec-
tra. Because each method presumably fits the data it uses sufficiently well, these results
indicate the limitations of existing purely empirical techniques to estimating path correc-
tions and the need for new approaches.

KEY POINTS
• Earthquake stress-drop estimates derived from source

spectra disagree widely for different groups and methods.
• Variations in corrections for seismic attenuation are a

large contributor to uncertainties in stress drop.
• New approaches are needed to characterize the loss of

high-frequency energy between source and receiver.

Supplemental Material

INTRODUCTION
The large scatter in spectral stress-drop estimates obtained by dif-
ferent researchers for the same earthquakes (e.g., Abercrombie,
2021; Pennington et al., 2021) motivated development of the
Ridgecrest stress drop validation study Baltay et al. (2024), which
is the subject of this special issue (e.g., Abercrombie, Baltay, et al.,
2024). One of the study goals is to compare results from different
analysis methods to gain an understanding of the origins of the
observed differences. Although there are many factors that can
affect stress-drop measurements, one of the most important fac-
tors is the correction to the observed P- or S-wave spectra that
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accounts for attenuation along the source–receiver path. Indeed,
it has long been recognized that there is a trade-off between the
fall-off in high-frequency radiation from the earthquake source
and attenuation along the path (e.g., Hanks and McGuire,
1981; Frankel, 1982; Hanks, 1982; Anderson and Hough, 1984;
Anderson, 1986).

The source spectrum is typically modeled following Brune
(1970), in which the displacement amplitude spectrum has the
form

A�f � � Ω0

�1� �f =f c�γn�1=γ
, �1�

in which f is frequency; Ω0 is the low-frequency limit; f c is the
corner frequency; n is the high-frequency fall-off rate; and γ
controls the sharpness of the corner (γ � 1, n = 2 for the stan-
dard Brune model).

The strong ground motion community often characterizes
the observed high-frequency fall-off of the acceleration
spectrum as

A�f � � A0e−πκf , �2�

in which f is frequency; and the parameter κ includes both
source and path effects. For the widely used ω-square source
model (e.g., Aki, 1967; Brune, 1970), n = 2 in equation (1) and
the acceleration spectrum is flat above the corner frequency
and κ can be related to the integrated effect of attenuation
along the ray path, that is,

κ �
Z
path

dt
Q�r� , �3�

in which Q is the attenuation quality factor; t is time; and r is
position. In this case, κ is identical to the parameter t� that is
often also used to describe integrated attenuation. However, in
general, κ may include contributions from both the source
(deviations from the Brune n = 2 model) and the path (Q).

In general, κ grows with distance from a given earthquake
because longer paths suffer more attenuation. However, there
is a path-independent part of κ, termed κ0, which represents
either deviations from the Brune model or attenuation in the
shallow crust immediately below the station. It is difficult to sep-
arate the source and near-surface attenuation contributions to κ0
purely from observations. However, assuming a Brune source
model, then κ0 observations indicate strong near-surface attenu-
ation (e.g., Frankel, 1982; Anderson and Hough, 1984), a result
supported by borehole studies of shallow attenuation, even at
hard-rock sites (e.g., Aster and Shearer, 1991; Abercrombie
and Leary, 1993; Abercrombie, 1997).

Because of the difficulty in measuring path attenuation
directly, a common approach in spectral stress-drop studies
is to apply purely empirical methods to estimate the path
correction. The empirical Green’s function (EGF) method
(e.g., Mueller, 1985; Mori and Frankel, 1990) uses one or more

small earthquakes near the target earthquake of interest as cal-
ibration (EGF) events to correct the target event spectrum. In
its ideal form, small earthquakes have a perfectly flat spectrum
and are close enough to the target event to have the same path
correction, and no additional assumptions about the source are
necessary. However, for real data sets the EGF events are not
small enough to have completely flat spectra and thus various
approaches have been developed to simultaneously fit the spec-
tra of large and small events. As shown in Shearer et al. (2019),
different EGF analysis methods may produce contradictory
results, that is, obtaining a good fit to the data using one
approach and/or assumptions about the source may not yield
the same effective path correction as another approach that
also fits the data well. Because different path corrections are
related to variations in the amount of high-frequency energy
in the corrected source spectra, these variations will lead to
differences in the average stress drops among different studies.

Large variations in corner frequency and stress drop are
indeed observed among submissions to the Ridgecrest stress-
drop validation study Abercrombie, Baltay, et al. (2024). Our
goal here is to investigate whether different path corrections
are contributing to these variations by comparing results for
two specific Ridgecrest earthquakes recorded at 12 nearby sta-
tions. We find that different approaches obtain different path
corrections, which can be approximated as differences in the
path contribution to κ, and that this can explain much of the
variations in average stress drop among different groups.

TARGET EARTHQUAKES AND STATIONS
To simplify comparisons among the different methods, we
focus on two nearly collocated Ridgecrest aftershocks,

1. 7 July 2019 03:23:26.8, M 3.30, 35.8733°, −117.7182°,
7.78 km, ID = 38471103; and

2. 8 July 2019 05:02:10.5, M 3.13, 35.8758°, −117.7198°,
7.75 km, ID = 38483215.

Event information is from the relocated catalog of Trugman
(2020). These events are included in the selected subsets iden-
tified in the Ridgecrest validation exercise for more detailed
study. Because the event epicenters are only about 300 m apart,
their path corrections to individual stations should be very
similar, which provides a good check on the internal consis-
tency of path correction estimates within results from a single
group. For simplicity, we limit our comparison to 12 nearby
stations for the P waves and 9 nearby stations for the S waves
(see Fig. 1). The P-wave stations are: PB B916 EHZ, PB B917
EHZ, PB B918 EHZ, CI CCA HHZ, CI CCC HHZ, CI CGO
HHZ, CI CLC HHZ, CI CWC HHZ, CI DAW HHZ, CI DTP
HHZ, CI JRC2 HHZ, and CI ISA HHZ. The S-wave stations
are: PB B916 EH2, PB B917 EH1, PB B921 EH1 and EH2, CI
CWC HHE, CI ISA HHN, CI JRC2 HHE and HHN, CI LRL
HHE, CI SRT HHN, and CI TEH HHE and HHN.
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DATA ANALYSIS
Our study involves a comparison of P and S spectra processed
by 12 different groups for these two test earthquakes. In each
case, we asked the group to submit both the original raw spec-
trum for each station and the final path- and site-corrected

spectrum that they used to
estimate source corner
frequencies. Because these
group methods and results
are described elsewhere in this
special issue Abercrombie,
Baltay, et al. (2024), we do
not include many details here
(the Appendix has a brief sum-
mary of each method).

Each observed spectrum can
be modeled as a product of
event, path, and station terms,

a�f � � e�f �p�f �s�f �, �4�

in which e(f) is the event
(source) spectrum; p(f) is the
path term (which accounts for
geometrical spreading and
attenuation); and s(f) is the sta-
tion term (which includes local
site effects and the instrument
response if a(f) is an uncor-
rected raw spectrum). This
becomes a sum in the log
domain,

log a�f � � log e�f � � log p�f �
� log s�f �, �5�

A�f � � E�f � � P�f � � S�f �,
�6�

in which capital letters are used
in this section to designate the
log spectra.

The goal in source spectral
studies is to remove the effects
of the path and station terms
on the observed spectra to
obtain estimates of the source
spectra, which is typically
approximated as constant over
the different recording sta-
tions. Here, we will name the
combined path and station

term the total path correction (TPC). Note that the TPC con-
tains the effects of attenuation along ray path and represents
the complete source-to-receiver Green’s function, including
any station- or site-specific effects, such as strong attenuation
and/or resonance in near-surface layers.
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Figure 1. A map showing the locations of the two target earthquakes (nearly overlapping yellow stars) and the
stations used in this analysis (triangles for P waves, inverted triangles for S waves). Aftershocks of the 4 July M 6.4
and 5 July M 7.1 Ridgecrest mainshocks are shown as gray dots. Roads and rivers are also shown. The color version
of this figure is available only in the electronic edition.
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As explained in Abercrombie, Baltay, et al. (2024), the
methods fall into a few general categories. We include brief
descriptions here to clarify the meaning of the TPC that we
analyze for each group.

Generalized inversion and spectral decomposition
Models BINDI, CHEN, TRUG, VSF-P, VSF-S, ZHANG-P, and
ZHANG-S are examples of generalized inversion and spectral
decomposition techniques. These are generally applied to large
data sets with many sources and receivers and solve for best-
fitting source, station, and path terms. In this case we can write

Aij�f � � Ei�f � � Pij�f � � Sj�f �, �7�

in which Aij�f � is the observed log spectrum from event i to sta-

tion j; and Pij is the path term. The path term can be discretized

as a function of source–receiver travel time (e.g., Shearer et al.,
2006) or, using a nonparametric approach can be described in
terms of a depth-varying attenuation model (e.g., Bindi et al.,
2023a). This system can be solved for a best-fitting set of event,
path, and station terms but has no unique solution in that a con-
stant spectrum could be added to one of the terms and subtracted
from a different term without changing their sum. To address
this ambiguity, a correction spectrum, termed here the empirical
correction spectrum (ECS), is computed based on some model
of the expected shape of the source spectrum. The final source
spectral estimate is then given by

Ecorrected�f � � E�f � − ECS�f �, �8�

in which E(f) is the event log spectrum from the original spectral
decomposition. Different groups estimate the ECS in different
ways, and this is likely a major source of variations in their final
results. For example, Trugman (2020) finds the best-fitting ECS
to a Brune source model in which stress-drop scales linearly with
moment, whereas Vandevert et al. (2024) compute the ECS by
assuming that small earthquakes (close to a reference magnitude)
have a specific fixed corner frequency. In addition, note that
some analyses compute a single ECS for the entire data set
whereas others allow it to vary spatially.

Our study examines the final TPC-corrected spectrum for
each station, which is given by

Aij�TPC corrected� � Aij − Pij − Sj − ECS: �9�

Q- and κ-based fitting methods
These methods vary considerably in their details but typically
involve assuming that the path term relates to an attenuation
model that can be described in terms of Q or κ. This differs
from many spectral decomposition approaches, in which the
path term is free to vary and is not tied to an exponential func-
tion or a physical attenuation model. However, the methods in

this section often also apply an empirical station-specific cor-
rection (i.e., a site term) in addition to the path term. Examples
in this study include CALD-S, which solves for κ-values;
ROSS-P and ROSS-S, which solve for best-fitting values of
source high-frequency fall-off (n) and Q for the entire data set;
SSPEC, which fits each spectrum for κ while assuming
n = 2; SPAR, which fits each spectrum for best-fitting
n- and Q-values; and KNUD, which computes frequency-
dependent attenuation functions that are tied together using
an assumed frequency-independent Q = 100 in the last 10 km
to the station. Note that KNUD computes spectra using a
band-pass filtering method rather than a Fourier transform
approach.

Spectral ratio methods
Models ABER and HUANG use a spectral ratio approach.
These methods identify a set of smaller earthquakes near each
target event that are termed EGF events. Note that ABER and
HUANG apply different distance cutoffs from the target event
in selecting the EGF events; ABER uses events within 2 km,
whereas HUANG uses events within 250 m. However, in both
cases they are assumed to be close enough to the target event
that they share the same total path correction, such that the
observed spectral ratio between the target and EGF observed
spectra is equal to the ratio of their source spectra,

Atarg − AEGF � Etarg − EEGF, �10�

in which the ratio is expressed as a difference in the log spectral
domain. Assuming a model for the shape of the expected
source spectrum, best-fitting values for the target and EGF

event corner frequencies (f targc and f EGFc ) can then be computed
from this ratio, although sometimes the ratios are stacked over
different stations and/or EGF events first.

Because the spectral ratio method does not explicitly com-
pute a TPC or a final corrected source spectrum, we use the
method explained in Shearer et al. (2019) to estimate the
underlying TPC. Note f targc and f EGFc predict model spectra
Mtarg and MEGF that will differ from the observed spectra
by the TPC,

Atarg −Mtarg � TPC� rtarg, �11�

AEGF −MEGF � TPC� rEGF, �12�

in which rtarg and rEGF are the residuals to the fits to the target

and EGF spectra, respectively. We can then estimate the TPC
by averaging the residuals:

TPC � �Atarg −Mtarg� � �AEGF −MEGF�
2

: �13�

This is the same as equation (12) in Shearer et al. (2019) (which
has a typo—the division by 2 is missing).
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RESULTS
Many comparisons are possible among the results obtained
by different groups for the Ridgecrest validation study (e.g.,
Abercrombie, Baltay, et al., 2024; Baltay and Abercrombie,
2024; Cochran et al., 2024). Our goal here is to focus on
the TPC corrections applied to the observed spectra and assess
how differences in these corrections may be contributing to
variations in corner-frequency estimates. To simplify the
analysis, we examine data from only two target events as
recorded by a small number of nearby stations, even though
in many cases the TPC terms are computed using a much
larger data set. Note that we do not attempt to assess why dif-
ferent methods obtain different path corrections, only to

measure these differences and
check how they relate to
corner-frequency estimates.
Accordingly, we do not exam-
ine differences in low-fre-
quency levels (proportional to
moment); we compare spectral
shapes by normalizing results
to the same low-frequency
spectral amplitude.

Different groups use differ-
ent frequency points, owing to
variations in the time-series
window length, spectral esti-
mation method, or later resam-
pling. This complicates our
processing and comparisons,
so we first resample all the
spectra to 200 frequency points
at uniform intervals in log fre-
quency using a linear interpo-
lation between points. In
doing so, we do not extrapolate
any results beyond the fre-
quency range at which they
were originally submitted. We
correct velocity spectra to
displacement as necessary.

Example spectra are shown
in Figure 2. The TPC (shown
as the upper set of curves in
each panel) is simply the differ-
ence between the corrected
log spectra and the raw log
spectra. Two groups (ABER
and HUANG) use spectral
ratio methods that do not
explicitly compute path correc-
tions. In these cases, we esti-
mate the effective TPC using

equation (13) and the values of f targc and f EGFc derived from
the spectral ratio. We then use this TPC to generate corrected
source spectra to plot in the figures. Notice that the raw spectra
show some variations among the groups, presumably owing to
differences in the time-domain window applied and the choice
of spectral estimation method, but the raw spectra show better
agreement than the corrected spectra. In many respects, our
TPC analysis would have been easier to interpret if we had
asked each group to begin with the same set of raw spectra.
However, as a practical matter it was far easier to compare
results that were already being prepared as part of the larger
Ridgecrest stress-drop validation exercise. Because in the log
domain the TPC spectra are simply the corrected spectra
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minus the raw spectra, it is not surprising that the TPC and
corrected spectra exhibit similar amounts of scatter, given
the approximate agreement in the raw spectra.

To see the variations among the different groups more
clearly, we plot the raw submitted spectra, the corrected spectra,
and their differences at six selected stations as shown in Figure 3
for P waves and Figure 4 for S waves. These plots reveal both
similarities and variations in the results among the different
groups. The VSF-P and VSF-S raw and corrected spectra are
rougher than those of the other groups, a result of computing
spectra using a simple Hann taper rather than a multitaper
method that involves spectral smoothing. Because the two target
events are only 300 m apart, it is likely that the true total path
correction to each station will be nearly the same for both events
(implying that differences in the spectra observed at the same
station are mainly caused by source rather than path
differences). This is generally the case for most of the methods
but differences between the TPC spectra for the two events are
seen for some methods, most noticeably for HUANG and
CALD-S, but also to some extent for ABER, SPAR, and SSPEC.

There is some degree of correlation among the method
results at individual stations. For example, the S-wave TPC
for station SRT is generally stronger than that for station
JRC2, despite the similar distance of these stations from the
events. TPC curves resulting from different methods also show

similar patterns of oscillations with frequencies for individual
stations. For example, the P-wave TPC for station ISA is
observed to decrease and increase again between 5 and
10 Hz by VSF-P, HUANG, TRUG, and ZHANG-P. There
is strong correlation in the TPC over different stations for
the same method, that is, methods that produce strong TPC
for one station tend to produce strong TPC for other stations.
For example, among the P-wave models, VSF-P has strong cor-
rections at all stations and ROSS-P has relatively weak correc-
tions at all stations.

To make these method differences more apparent, we aver-
age the corrected log spectra and the TPC log spectra over all
available stations (among the target stations only) for each
group. These results are shown in Figures 5 for P waves
and 6 for S waves. The stacks of the corrected log spectra
represent a first-order estimate of the true source spectrum
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Figure 3. P-wave results from different contributing groups at six selected sta-
tions (labeled at top of columns). The first target event (M 3.30, cuspid
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for each event, and large differences are apparent among the
different methods. For example, among the S-wave models,
VSF-S has much more high-frequency energy in its corrected
spectra stack than SSPEC, consistent with the fact that VSF-S
TPC corrections are adding more high-frequency energy to the
raw spectra than the SSPEC TPC corrections. To quantify these
differences, we compute corner frequencies (f c) for the cor-
rected log spectra stacks assuming a Brune model with a
high-frequency falloff rate of f −2; these fits are plotted as
the dashed lines in the figure panels with the corresponding
f c-values labeled.

For each event and wave type, we experiment with fitting
the TPC log spectra over all groups with a function of the
form

TPCi�f � � TPC0�f � � log 10�eπΔκi f �, �14�

in which TPCi�f � is the TPC spectrum for group i; TPC0�f � is
a single spectrum common to all groups; and Δκi is a group-
specific value that accounts for differences in the path part of
κ (see equation 2) among the groups and controls the relative
amount of high-frequency radiation that is added back into
the raw spectra to create the corrected spectra. In the figures,
TPC0�f � is shown in red, the Δκi-values (in seconds) are
indicated below the group labels, and the fits obtained with
equation (14) shown as the dashed lines.

In general, we obtain good fits to the TPC station stacks for
each group with this simple model. The Δκi-values describe
overall attenuation differences among the methods, which
are related to the assumed strength of high-frequency radiation
from the earthquake source. The TPC0�f � curves are bumpier
than the smooth predictions of the κ models and likely reflect
station-specific site effects (e.g., resonances in near-surface
layers), seen by all the groups, that have not been completely
averaged out by the station stacks.

DISCUSSION AND CONCLUSIONS
Variations in observed P- and S-wave spectra arise from both
source and path effects, and obtaining an accurate and
unbiased estimate of the true earthquake source spectrum,
averaged over the focal sphere, is a challenging task. Both
source complexity (e.g., directivity, subevents, etc.) and path
complexity (e.g., fault zone structure and 3D attenuation struc-
ture) contribute to misfits between real data and simplified
theoretical models. Our focus here is on a subset of this prob-
lem, examining the consistency of the corrections used by dif-
ferent methods to account for along-path attenuation for
identical source–receiver pairs.

As discussed earlier because the two target events are only
about 300 m apart, we expect each group’s total path correc-
tions to be nearly identical for the two events at the same sta-
tions and this is observed for most groups in Figures 3 and 4.
However, HUANG and CALD-S have distinctly different TPC
spectra for the two events, and ABER, SPAR, and SSPEC also
have some variations. This highlights a potential weakness of
methods that treat each target event individually without
requiring similarity in path corrections for nearby events.
Both ABER and HUANG use spectral ratios and the better
agreement in the TPC corrections for ABER likely results from
averaging over a larger number of EGF calibration events.

Event 38471103, P waves
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Event 38483215, P waves
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Figure 5. Stacks over available stations of the corrected log P-wave spectra
(lower black curves) and the TPC corrections (upper black curves) for target
(a) event 1 and (b) event 2. The number of stations contributing to the stack
is indicated by the first number below the group label. The lower dashed
lines show the Brune-model fit to the corrected spectra (corner frequency in
Hertz indicated by the second number below the group label). The upper
dashed lines show the fit to the TPC results provided by the model described
in the text, characterized by a constant spectrum (red line) and a group-
specific value ofΔκ (the number in seconds following the corner frequency).
The color version of this figure is available only in the electronic edition.
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However, events at greater distances from the target events
presumably serve as less accurate EGF events, suggesting there
should be a trade-off between using a smaller number of
nearby EGF events and a larger number of more distant events
(e.g., Abercrombie, 2015; Yoshimitsu et al., 2019). If there are
differences in the true TPC between the two target events,
potentially due to highly heterogeneous fault structure, then
only very nearby EGF events could resolve the path differences.

Both SPAR and SSPEC fit spectra with κ functions, and the
variations in the TPCs between the two events at some stations
likely result from slightly different best-fitting κ-values. It
should be noted that preprocessing choices, such as window
length and fitting κ bandwidth, may result in different
TPCs for collocated events. For instance, the TPC variation
obtained by SPAR at station LRL results from the different
high-frequency decay exhibited by the spectra of the two col-
located events analyzed in the present study when using a 7 s S-
wave time window. Using a time window of 5 s, the high-fre-
quency decay of the two event spectra becomes similar, sug-
gesting a bias associated with the choice of time window
that could be investigated in future studies. We might also
expect each group’s station-averaged TPC terms to be the same
for the two events, but this is seen only approximately in
Figures 5 and 6 because of differences in the stations contrib-
uting to each event. This is especially true for methods that

used only a few stations because there are substantial
differences in TPCs at different stations for the same event.
For example, the ABER results are averaged over four stations
for the first target event but averaged over only two stations for
the second target event. This causes a much larger difference in
the average TPC correction between the two events plotted in
Figure 6 than is seen in the TPCs for ABER at specific stations
(e.g., stations JRC2 and TEH in Fig. 4).

These results suggest that a large contributing factor to vari-
ability in event corner frequencies obtained by different groups
arises from disagreement regarding how much the high-fre-
quency part of the raw spectra should be increased to account
for path attenuation, including the strong near-surface attenu-
ation that contributes to κ0 (see the Introduction section).

Event 38471103, S waves
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Event 38483215, S waves
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Figure 6. Stacks over available stations of the corrected log S-wave spectra
(lower black curves) and the TPC corrections (upper black curves) for target
(a) event 1 and (b) event 2. The number of stations contributing to the stack
is indicated by the first number below the group label. The lower dashed
lines show the Brune-model fit to the corrected spectra (corner frequency in
Hertz indicated by the second number below the group label). The upper
dashed lines show the fit to the TPC results provided by the model described
in the text, characterized by a constant spectrum (red line) and a group-
specific value ofΔκ (the number in seconds following the corner frequency).
The color version of this figure is available only in the electronic edition.
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Groups that add more high frequencies to their raw spectra will
generally obtain higher corner frequencies and stress-drop esti-
mates than groups that add fewer high frequencies. To make
this connection more explicit, Figure 7 plots our computed val-
ues of corner frequency versus Δκ for the different methods.
Although there is some scatter, there is a strong correlation
between f c and Δκ.

The correlation is clearest for the S-wave results and sug-
gests Δκ variations from about 0.01–0.04 s, which are roughly
associated with an increase in average corner frequency from
about 3 to 9 Hz. Note that because f c is cubed in stress-drop
estimation, a threefold change in corner frequency corresponds
to a nearly 30 times difference in stress drop. Although this
study only examines two earthquakes, systematic differences
in the total path correction between groups are a plausible
explanation for the offsets seen in the average stress drops
for different contributors to the Ridgecrest validation experi-
ment Abercrombie, Baltay, et al. (2024). These offsets are dis-
cussed in greater detail elsewhere in this special issue, but
Figure 8 shows some systematic shifts in corner frequency
for some of the groups contributing to our study. For example,
median P-wave corner frequencies for VSF-P are about twice
those of TRUG, in rough agreement with the two-event results
in Figure 7. Similarly, the S-wave model CHEN has median
corner frequencies much higher than BINDI, again consistent
with our two-event results.

It is interesting that the range of S-wave Δκ-values seen in
Figure 7 is similar to the spread in κ0-values used to model site
attenuation of strong ground motion. For example, Yenier and
Atkinson (2014) assumed κ0-values of 0.0141, 0.0246, and
0.025 s to model the Landers, Northridge, and Parkfield

earthquakes, respectively, and Yenier and Atkinson (2015)
simulate ground motions using a range of κ0-values from
0.01 to 0.04 s chosen to cover values obtained in different site
condition studies. Of course, our computed Δκ-values measure
differences in the path corrections, whereas κ0 may also include
deviations from the Brune n = 2 source model. We have not
attempted to compute the path part of κ0 (hereafter termed
path κ0) for the different groups, which would require estimat-
ing the range-independent part of the TPC from the different
stations and would be best performed using many more sta-
tions than those analyzed here. But our results suggest that
much of the variation in Δκ we observe among the groups
may arise from differences in path κ0, reflecting the trade-
off between deviations from the Brune source model and shal-
low crustal attenuation.

Obtaining accurate stress drops remains an important goal
in seismology, both to inform our understanding of earthquake
rupture dynamics and to quantify how much the observed
variability of ground motions is related to source differences
compared to path effects. The Ridgecrest stress-drop validation
study by Baltay et al. (2024) and Abercrombie, Baltay, et al.
(2024) has shown that different groups obtain very different
stress-drop results for the same earthquakes. This could be
caused by many factors, including event selection criteria, sig-
nal-to-noise cutoffs, details of fitting spectra with models, and
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conversion from corner frequency to stress drop. A primary
goal of our study was to examine how much differences in
assumed source–receiver path corrections may be contributing
to stress-drop disagreements. To simplify the problem, we
select two target M ∼3 earthquakes recorded at a small number
of stations, so that we could examine results for single spectra
prior to any stacking. Our results document wide variations in
the path corrections that different groups apply and indicate
this is likely a major contributor to stress-drop uncertainty.

Each of the methods described here likely has advantages
and disadvantages and may work better for some data sets than
others. However, all the approaches estimate path corrections
(either explicitly or implicitly) by fitting spectral data with
models, and they presumably obtain reasonable fits to their
data (excepting the possibility of computer bugs). Thus, it
seems likely that the accuracy of the path correction estimates
is not well determined by the quality of the data fits, there is no
unique solution to fitting the spectral data, and that corner-fre-
quency uncertainty estimates based solely on data misfit crite-
ria will underestimate the true uncertainties. This is consistent
with an analysis of over 3000 Landers aftershocks by Shearer
et al. (2019), who compared the spectral decomposition and
spectral ratio approaches and found that both methods have
too many parameter trade-offs to reliably separate path and
source effects.

Thus, although it may be possible in principle to separate
path and source effects, this may require ideal conditions that
are not met with typical earthquake data sets. Two factors are
particularly important. First, much of the path attenuation
occurs at shallow depths below the stations, causing a

range-independent depletion in high frequencies that is hard
to distinguish from source effects (i.e., changes in earthquake
corner frequency or high-frequency fall-off rate). Because
some of this shallow attenuation is common to all stations,
it is not averaged out in large-scale analyses, as might occur
for other site-response effects, such as layer resonances.
Second, spectra from real earthquakes are generally somewhat
irregular in appearance, that is, they rarely resemble the
smooth Brune or Boatwright models often assumed in the
modeling. This further limits the ability of best-fitting models
to distinguish between source and path effects.

Given these considerations, attempting to determine which
of the methods presented here gives the “best” answer is not
possible without additional information. Accurate path correc-
tions are critical to obtaining unbiased source spectral esti-
mates, but the wide variability in path corrections among
different groups suggests that traditional empirical approaches
are failing to obtain reliable path corrections. Studying how the
path differences among the groups relate to specific details of
their methods is important, as it may lead to improved
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methods (a goal of the stress-drop validation exercise), but is
beyond the scope of this study.

What can the seismology community do to address these
issues? Here are some ideas:

1. Recognize that there are likely large uncertainties in path
correction estimates, even when fits to the data appear good,
and attempt to devise measures to compare average path
terms with those of other groups. One possibility would
be to estimate and publish path κ0-values along with corner
frequencies and stress drops, which would make it easier to
examine path-dependent differences between studies, make
results more reproducible, and strengthen connections to
strong ground motion modeling. The best approach to
computing path κ0 will vary among the different spectral
analysis methods, but in principle can always be obtained
by examining the TPC term versus range and fitting an
exponential function to its range-independent component.

2. Focus less on absolute source spectral estimates (and
inferred stress drops) and more on relative differences in
source properties using methods that enforce similar path
corrections for nearby events. There are real differences in
the high-frequency radiation among sources that can be
explored even without knowing the true path correction
or absolute source spectral shape.

3. Fix the average corner frequencies of small reference earth-
quakes in the data set rather than attempting to estimate
them empirically (e.g., Shearer et al., 2022; Ruhl et al.,
2023). This effectively sets the average stress drop of the
reference earthquakes and dampens any true spatial varia-
tions in stress drop. However, it has the great advantage
of ensuring that any observed spatial variations in stress drop
are real and not an artifact of inaccurate path corrections.
This approach was used for the VSF-P and VSF-S models,
which are described in greater detail in Vandevert et al.
(2024). Although this idea has been applied mostly to the
spectral decomposition method, it could easily be adopted
to other methods as well. For example, the corner frequencies
of the smaller events in the spectral ratio approach could be
fixed, which would help stabilize the method (see discussion
in Shearer et al., 2019) and ensure greater self-consistency in
the effective TPC for near by target events.

4. Assume or solve for a seismic velocity and attenuation
model and compute and apply path corrections consistent
with the model. This has the advantage of ensuring that
path corrections are physically plausible, which is not the
case for purely empirical approaches such as spectral
decomposition and spectral ratios. Because the attenuation
model parameters would be provided along with any source
parameters, this would also facilitate path-adjusted compar-
isons among groups. However, it is not yet clear whether the
key shallow part of attenuation models (related to κ0) can be
reliably determined without borehole data.

DATA AND RESOURCES
The results described here were obtained from the data sets for the
Ridgecrest stress-drop validation study, which can obtained from
https://scedc.caltech.edu/data/stressdrop-ridgecrest.html (last accessed
November 2024). The method- and station-specific raw, corrected,
and total path correction (TPC) spectra presented here are contained
in the supplemental material.
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APPENDIX: METHOD DESCRIPTIONS
This section provides brief descriptions of each of the spectral
analysis methods compared in this study.

Abercrombie (model ABER)
This method applies the stacked empirical Green’s function
(EGF) spectral ratio approach to S-wave records by
Abercrombie (2014), Abercrombie et al. (2017), Pennington
et al. (2021), also see Abercrombie, Chen, et al. (2024).

Bindi (model BINDI)
This method uses the spectral decomposition approach of
Bindi et al. (2023a) to isolate the source spectra from propa-
gation and site effects. With respect to the logic-tree structure
used by Bindi et al. (2023b), here we consider the solutions
obtained for S-wave windows of 20 s (model 20), using the
hypocentral attenuation model (model HYPO) and a priori
constraining the average amplification of a selected subset
of stations (model SEL). The results are available in Bindi
et al. (2023c).

Calderoni (model CALD-S)
We estimate the Brune stress drop following spectral fitting
analysis as described in Calderoni et al. (2019) and Calderoni
and Abercrombie (2023). The method fits individual spectra
for κ to account for attenuation, using station-specific κ terms

computed from 8 Mw ≥ 3:5 earthquakes to account for station
site effects in producing the final source spectral estimates.

Chen (model CHEN)
This method computes the S-wave displacement spectra from
the geometrical mean of the two horizontal channels, then
applies spectral decomposition (e.g., Shearer et al., 2006) to
S waves for the entire Ridgecrest data set to obtain event terms.
To obtain stress drop, we assume a fixed stress drop of the M
1.5 magnitude bin and follow Chen and Abercrombie (2020) to
estimate an empirical correction spectrum (ECS) using all the
available events in the study region (“constant-ECS”). More
details are included in Chen et al. (2024).

Huang (model HUANG)
This method computes P-wave spectral ratios following the
methods described by Huang et al. (2016, 2017) and Liu
et al. (2020). We use three EGF events for target event
38471103 and two EGF events for target event 38483215 with
all EGF events within 250 m from the target events. Note that
fewer EGF events are used here than in the community vali-
dation study, due to low signal-to-noise ratios for other EGF
events at the subset of stations considered in this study.

Knudson (model KNUD)
This method by Knudson et al. (2024) computes S-wave spec-
tra from the peak amplitude of narrow band-pass-filtered seis-
mograms and then applies empirical corrections for frequency-
dependent attenuation functions derived from a subset of the
events.

Rossbach (models ROSS-P and ROSS-S)
The method applies the approach of Kemna et al. (2021) to
P- and S-wave spectra. Using a large data set of ∼5.3 million
individual station spectra, a grid search is performed to find
best-fitting values for Q and n. The Q-value is then used to cor-
rect individual station spectra for each event, which are then
stacked to obtain station-averaged source spectral estimates.

Satriano (model SSPEC)
This method applies SourceSpec (v.1.8, Satriano, 2022) to S-
wave spectra, which first fits each individual spectrum sepa-
rately for Ω0 and κ, assuming a Brune (n = 2) source model.
Then mean station residuals are computed by averaging the
event results and used to correct the measured spectra in a sec-
ond run of SourceSpec.

Supino (model SPAR)
This method applies the probabilistic approach described by
Supino et al. (2019) to each individual S-wave spectra to solve
for an high-frequency (HF) source fall-off rate n and an attenu-
ation term that accounts for bothQ and κ0 in Supino et al. (2024).
Site-effect terms are then computed from the residuals, and the
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final source spectrum estimate for each earthquake is the average
of the path-specific and site-term corrected station spectra.

Trugman (model TRUG)
This method applies spectral decomposition and ECS estima-
tion to P waves using the approach of Trugman and Shearer
(2017). Details are in Trugman (2020), which describes one of
the first data sets of source spectral parameter estimates for the
Ridgecrest sequence.

Vandevert, Shearer, and Fan (models VSF-P and VSF-S)
This method applies the spectral decomposition method (e.g.,
Shearer et al., 2006; Trugman and Shearer, 2017), as recently
modified by Shearer et al. (2022) to directly set the average
corner frequency of the small calibration events in the data

set when estimating the ECS. More details are in Vandevert
et al. (2024), which describes how some of the S-wave param-
eters were set to obtain rough agreement between the P- and S-
wave results.

Zhang (models ZHANG-P and ZHANG-S)
This method applies an approach based on spectral decomposi-
tion termed “Differential-Evolution-based Spectral Correction”
(DESC), which is described in Zhang et al. (2024). The P and
S spectra are analyzed independently. Specific details for the
Ridgecrest data set are provided in Zhang and Yang (2024).
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