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Abstract The 2011 Mw 5.7 Virginia earthquake and subsequent dense deployment provide us an
unprecedented opportunity to study in detail an earthquake sequence within stable continental United
States. Here we apply the waveform-based matched filter technique to obtain more complete earthquake
catalogs around the origin time of the Virginia mainshock. With the enhanced earthquake catalogs, we
conclude that no foreshock activity existed prior to the Virginia mainshock. The b valuemap shows significant
variations across the aftershock zone, suggesting strong heterogeneity in stress distribution or crustal
material in the study region. We also investigate multiple earthquake triggering mechanisms, including static
and dynamic triggering, afterslip, and atmospheric pressure changes. We find that dynamic triggering best
explains aftershock distributions close to the mainshock’s rupture plane, while the activation of off-fault
seismicity is consistent with static Coulomb stress changes. Moreover, an off-fault earthquake swarm
occurred as the Category 2 Hurricane Irene passed by the aftershock zone 5 days after the mainshock, which
might be promoted by stress changes associated with atmospheric pressure drop. Our observations suggest
that multiple mechanisms may be responsible for triggering aftershocks following one earthquake.

1. Introduction

On 23 August 2011 at 17:51:05, an moment magnitude (Mw) 5.7 earthquake struck Louisa County, Virginia
(Figure 1). The mainshock ruptured a shallow, reverse fault striking N29°E and dipping 51° toward the south-
east in the central Virginia seismic zone (CVSZ; Chapman, 2013). The CVSZ is an active intraplate seismic zone,
where several moderate-size (M~5) earthquakes occurred in the past (Bollinger, 1973; Kim & Chapman, 2005).
Prior to the 2011Mw 5.7 event, the latest moderate-size event in the CVSZ occurred on 9 December 2003 with
a Mw of 4.3 (Kim & Chapman, 2005). The epicenters of the 2003 and 2011 events are only ~20 km apart. The
2011 Virginia mainshock had a complex rupture consisting of three subevents, which propagated from
southwest at a depth of 8.0 km to northeast at depths of 7.3 and 7.0 km (Chapman, 2013). A very high stress
drop of ~67 MPa for the mainshock was obtained (Q. Wu & Chapman, 2017). The high stress drop values are
typical for intraplate regions, where earthquake recurrence times are much longer than interplate regions,
and hence, the associated faults could be stronger due to longer-time fault healing processes (Allmann &
Shearer, 2009; Kanamori & Anderson, 1975).

Prior to the Virginia mainshock, one broadband station CBN from the US network and six stations from the
Virginia Tech Seismological Observatory (VTSO) were operating within 100 km (Figure 2a). However, the con-
tinuous data of VTSO stations was not archived till ~1.5 hr before the Virginia mainshock. To capture the after-
shock sequence, 27 temporary seismic stations from four different networks were deployed around the
epicenter between ~1.5 and 6 days following the mainshock (Chapman, 2013; McNamara et al., 2014).
Because of the prompt and dense installation of seismic instruments, the detailed characteristics of this
aftershock sequence have been well studied. In particular, 80 early aftershocks (up to 2 September 2011)
are identified and located, using one temporary seismic network (Chapman, 2013). Three hundred eighty
aftershocks are identified and located using four temporary networks from 25 August 2011 to 2 May 2012
by McNamara et al. (2014). Most aftershocks delineated a fault plane that was consistent with the focal
mechanism of the mainshock (Box A in Figure 1). In addition, some aftershocks were northeast to the main
cluster and shallower than 5 km (Box B in Figure 1). Q. Wu et al. (2015) performed aftershock detection with
a combined method of Short-term-averaging/Long-term-averaging (STA/LTA) (Allen, 1982; Withers et al.,
1998) and cross correlation. Then, they handpicked arrival times for the detected aftershocks and relocated
1,666 aftershocks with the hypoDD program (Waldhauser & Ellsworth, 2000).
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Because of their infrequent occurrences, our understanding on the characteristics of intraplate earthquake
sequences (e.g., b values, foreshock activity, and aftershock triggering) is quite limited. For example, how
do the nucleation processes of intraplate earthquakes differ from interplate ones, as proposed by Bouchon
et al. (2013)? It has been suggested that foreshocks provide crucial information on the nucleation process
of large earthquakes (e.g., Ben-Zion, 2008; Dodge et al., 1995, 1996; Jones & Molnar, 1979), which may be a
manifestation of slow slip that initiated the mainshock rupture (Dodge et al., 1995; McGuire et al., 2005).
Alternatively, foreshocks simply trigger the subsequent mainshock in the same way as aftershock triggering
(Felzer et al., 2004; Helmstetter et al., 2003). In addition, the degree of stress heterogeneity within an active
intraplate seismic zone is not well known, which may be inferred by mapping b values. Finally, what physical
mechanisms are most effective in triggering near-field aftershocks in intraplate regions? At plate boundary
regions, different mechanisms (e.g., dynamic triggering, static triggering, and quasi-static triggering) have
successfully explained the spatial pattern and/or temporal evolution of seismicity following certain
mainshocks (Freed, 2005). However, different mechanisms are proposed to explain intraplate seismicity
(e.g., Costain et al., 1987). In particular, Meng, Peng, Yang, and Allman (2013) found that the Virginia
aftershock rate temporally increased during the Category 2 Hurricane Irene’s passage, suggesting a possible
triggering case. Answering these questions would significantly contribute to better seismic hazard assessment
and mitigation in intraplate regions.

In this study, we obtain a complete earthquake sequence from 30 days before to 100 days after the Virginia
mainshock by the matched filter technique (e.g., Meng, Peng, & Hardebeck, 2013; Peng & Zhao, 2009; Yang
et al., 2009). We then examine the existence of foreshocks and its implication on the nucleation process.
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Figure 1. (a) Map view of the study region in Central Virginia. The background is topography. The green star and beachball
denote the epicenter and focal mechanism of the Virginia mainshock, respectively. Blue and red dots denote templates in
Boxes A and B, respectively. Grey triangles denote temporary seismic stations. The red triangle denotes the National
Oceanic and Atmospheric Administration weather station. NC denotes Northwest Cluster. CNC denotes Cluster Northeast
of Cuckoo. FHC denotes Fredericks Hall Cluster. (b) and (c) Cross-section view of study region along BB0 and AA0,
respectively. (d) Map of Eastern United States. The green star denotes the epicenter of the Virginia mainshock. The red
dots mark the track of Hurricane Irene.
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Taking advantage of the massive amount of cross correlations done during aftershock detection at
temporary stations, we obtain enhanced aftershock catalogs with carefully calibrated magnitudes and
locations. The aftershock catalogs are then used to obtain detailed aftershock statistics and b value map.
Finally, we investigate aftershock triggering following the Virginia earthquake (e.g., afterslip, static and
dynamic triggering, and Hurricane Irene).

2. Data and Method

As mentioned before, the number of stations that have continuous recording changed significantly with
time. Thus, we apply matched filter detections in three time windows separately using different configura-
tions and data sets. The procedure follows that of Meng and Peng (2014) and is briefly described below.

2.1. Earthquake Detection Between 23 July 2011 at 00:00:00 and 23 August 2011 at 16:00:00

We perform single-station (i.e., CBN) earthquake detection between 23 July 2011 at 00:00:00 and 23
August 2011 at 16:00:00 (i.e., ~30 days before to ~1.5 hr before the mainshock). We use the 380 after-
shocks from McNamara et al. (2014) as templates. The arrival times are predicted with a three-layer local
velocity model (Chapman, 2013) in software COMPLOC (Lin & Shearer, 2006). To improve the robustness of
detection on a single station, we use both P and S waves signal windows (i.e., 1 s before to 4 s after the
arrival) on three channels to cross correlate with the continuous data. We also require that each template
must have at least three signal windows with signal-to-noise ratio larger than 5. Then, all correlation traces
from one template are stacked to obtain the mean correlation trace. An event is detected when the mean
correlation coefficient (CC) exceeds the sum of the median value and 9 times the median absolute
deviation (MAD) of the mean correlation trace. We then remove all duplicate detections if their detecting
time windows overlap. The hypocenter of the detected event is assigned to be the same with the best
matching template following Peng and Zhao (2009). The magnitude of the detected event (Mdetected)
can be determined as
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Figure 2. Detection results using regional permanent stations. (a) The star denotes the Virginia mainshock. Red triangles
denote regional seismic stations. Black box denotes the plotting range of panel b. (b) A zoom-in plot showing the
detected events before (black) and after (color coded) the mainshock, respectively. (c) Magnitude versus time for all
detected events (dots) and templates (stars). The red line denotes the cumulative number of detected events.
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Mdetected ¼ Mtemplate þ c log10 ARð Þ (1)

where Mtemplate is the magnitude of the best matching template, AR is the amplitude ratio between the
detected event and template, and c is the constant describing the scaling between magnitude and ampli-
tude. Following most studies (e.g., Meng, Peng, & Hardebeck, 2013; Peng & Zhao, 2009; Schaff & Richards,
2014), we assign c = 1.0 for local magnitude, and AR is measured as the median peak amplitude ratio among
all channels.

2.2. Earthquake Detection Between 23 August 2011 at 16:00:00 and 25 August 2011 at 00:00:00

Three VTSO stations within 150 km of the epicenter, together with station CBN, are used to detect the
immediate foreshocks and aftershocks (i.e., ~1.5 hr before to ~30.5 hr after the mainshock; Figure 2a). The
detection procedure is identical with that from section 2.1. An example of a newly detected early aftershock
is shown in supporting information Figure S1.

2.3. Earthquake Detection, Magnitude Estimation, and Relocation Between 25 August 2011 at
00:00:00 and 1 December 2011 at 00:00:00

We apply a similar procedure to detect aftershocks using all temporary stations during this time window. The
only difference in the matched filter setting is that we only use P and Swaves on vertical and horizontal chan-
nels, respectively. Because the massive amount of cross correlations between newly detected events and
templates are already done during the matched filter detection, we could take advantage of the waveform
similarity information and perform magnitude estimation and relocation, following Shelly et al. (2016).

For magnitude estimation, we first calibrate c value from equation (1) using all templates from McNamara
et al. (2014). We compare the amplitudes from two templates’waveforms (i.e., 5-s window around P or Swave
arrival) on channels with high waveform similarity (i.e., >7 MAD) and compute the principal component
slopes (Figure S2). The median slope among all channels is taken as AR between the two templates. After
measuring AR for all template pairs, we perform the robust linear fit between magnitude differences and
AR, and the best fitting slope is the calibrated c value (Figure 3a). Then, we compute the AR between each
detected event and its best matching template in the same way and estimate Mdetected using equation (1)
with c = 0.788.

Similarly, as cross correlation between all pairs of earthquakes are already done, we can easily extract the
correlation-derived differential traveltimes (i.e., dtcc) from channels with high waveform similarity (supporting
information text and Figure S3). The differential traveltimes are then used to precisely relocate all earth-
quakes in hypoDD.
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Figure 3. (a) Magnitude differences versus logarithmic amplitude ratio for all template pairs, color coded by their densities.
The black line denotes the robust linear fit. (b) Magnitude comparison between this study and Q. Wu et al. (2015) for 1,469
events, color coded by density. The black line denotes one-to-one relationship.
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3. Results
3.1. Detection of Foreshocks and Immediate Aftershocks

Within ~30 days prior to the Virginia mainshock, we detect 22 earthquakes with magnitude between 1.0 and
2.0 (Figure 2), none of which is listed in the Advanced National Seismic System (ANSS) Comprehensive
Earthquake catalog. We do not detect any event within 1.5 hr before themainshock with the addition of three
VTSO stations. From the spectrogram, it is also evident that there was no high-frequency signal immediately
before the mainshock (Figure S4). The seismicity rate leading up to the mainshock is stable, with no clear
acceleration pattern.

Within ~30.5 hr after the mainshock, 47 aftershocks as small as M1.1 are detected, which is an eightfold
increase compared to the ANSS Comprehensive Earthquake catalog. Except for a few aftershocks within
the first 500 s after the mainshock, all immediate aftershocks are successfully detected (Figure S4).
Among the 47 early aftershocks, 39 and 8 events are in Boxes A and B, respectively. With the small
number of early aftershocks, it is difficult to perform any additional statistical analysis or examine the
spatiotemporal evolution.

3.2. Detection of Aftershocks With Temporary Stations

After matched filter detection and magnitude estimation, we obtain 3,800 aftershocks between 25 August
2011 and 1 December 2011, hereafter referred to as Catalog1 (Figure 4 and supporting information Data
Set S1). Thanks to the dense temporary stations, we are able to recover aftershocks as small as magnitude�1
(Figure 4). Out of 1,666 events from Q. Wu et al. (2015) 1,469 are listed in Catalog1. The magnitude compar-
ison between the two catalogs shows remarkable consistency across the entire magnitude range (Figure 3b).
For events with M < 0.5, magnitudes from Catalog1 are slightly higher than that from Q. Wu et al. (2015).

After relocation with hypoDD, we obtain 1,859 earthquakes (hereafter referred to as Catalog2; Figures 4 and 5
and supporting information Data Set S2). As expected, the events that cannot be relocated are mostly after-
shocks that did not occur close to other events or had very small magnitude (i.e., M < 0.2), because the low
signal-to-noise ratio impedes measurements of dtcc. The relocation results and corresponding errors are pre-
sented in Figures 5 and S5, respectively. The earthquakes in Box B have larger relocation errors than those in
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Box A (Figure S5), mainly because of worse network coverage and smaller number of clustered events. The
relocated seismicity shows an almost identical pattern to that from Q. Wu et al. (2015; Figure 5). In Box A,
majority of aftershocks depict a fault plane that strikes N34°E and dips 52° toward the southeast, and they
are termed as the Main Cluster (MC). A cluster of shallow earthquakes was located northwest to the
mainshock’s rupture planes, which are termed as Northwest Cluster (NC). Horton et al. (2015) suggested
that aftershocks in Box B can be further divided into two clusters: (1) a tight, shallow cluster of aftershocks
(i.e., Cluster Northeast of Cuckoo or CNC) and (2) a cluster of aftershocks striking NE and dipping vertical
(i.e., Fredericks Hall Cluster or FHC; Figure 1). However, our relocation results show that both clusters can
be best characterized by fault planes striking NW and dipping NE (Figure 5). Moreover, focal mechanisms
from these two clusters agree with a NNW striking fault plane (Q. Wu et al., 2015).

For the following analysis on aftershock statistics and temporal evolution, we focus primarily on Catalog1, as
the large number of events significantly improves statistics and spatiotemporal resolution. Catalog2 is also
examined in order to test the dependence of results on different catalogs. For the analysis on b value map,
aftershock migration, and static Coulomb stress calculation, which requires well-constrained locations, we
exclusively use Catalog2.

3.3. Statistical Behavior and b Value Map

Here we examine the statistical behaviors for both Catalog1 and Catalog2. In Box A, the magnitude of
completeness (Mc) of Catalog1 and Catalog2 are 0.02 and 0.32, respectively, which are calculated by the best
combined method in the software ZMAP (Wiemer, 2001; Figure 4a). The b value of both catalogs is ~0.91,
which is close to the global average (Okal & Sweet, 2007). In Box B, the Mc of Catalog1 and Catalog2 are
�0.2 and 0.2, respectively (Figure 4c). The b value, ~0.71, is clearly lower than that in Box A. McNamara et al.
(2014) and Q. Wu et al. (2015) calculated the b values of ~0.76 and ~0.86, respectively, which are average
values over two boxes.
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In Box A, aftershocks above the Mc showed a typical Omori decay (Omori, 1894; Utsu et al., 1995) for both
catalogs (Figures 6a and 6b). We fit the seismicity rate changes in Box A with the modified Omori’s law using
the software Aftpoi (Ogata, 2006). The best fitting p values for Catalog1 and Catalog2 are 1.07 and 1.17,
respectively, which are close to that of a typical aftershock sequence (i.e., p = 1). Although the seismicity in
Box B also gradually decayed with time (Figures 6c and 6d), the rate changes cannot be fitted by themodified
Omori’s law for either catalog, mainly because of two time periods with elevated seismicity rate (Figure 6d). A
close examination reveals that the sudden increase in seismicity during the two time periods can be consid-
ered as earthquake swarms (Figure 7), which refer to sequences with the largest magnitude event not at the
beginning of a sequence and similar magnitudes for all events (Mogi, 1962). We then apply the Epidemic
Type Aftershock Sequence model to seismicity in Box B to further examine whether they are typical after-
shock sequences (supporting information and Figure 8; Llenos et al., 2009; Ogata, 1988; Zhuang et al.,
2002). As expected, the seismicity in both time periods showed significant deviations from the Epidemic
Type Aftershock Sequence model, again suggesting that the two sequences are likely caused by stress tran-
sients or fluid migrations (e.g., Vidale & Shearer, 2006). However, we do not observe any systematic migration
during the two swarms (Figures 7c and 7d), which is typically used to determine whether the sequence is
driven by aseismic creep or fluid diffusion.

As shown in Figure 4, the overall b values in Boxes A and B are evidently different. To further quantify the spa-
tial variation of b values, we compute the b value at each hypocenter with the nearest 100 events from
Catalog2 (Figure 9). The b value map shows significant spatial variability across the study region. The majority
areas in Box A have relatively low b values between 0.6 and 0.8, while the southwestern end of MC has much
larger b values (i.e., > 1.0). In Box B, the b values of FHC are clearly larger than those in Box A, in the range of
0.8–1.0, and the CNC has the largest b values in the study region (> 1.2).
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4. Interpretations and Discussions
4.1. Comparison With Q. Wu et al. (2015)

The matched filter has become a new standard technique to complement local standard earthquake
catalogs (e.g., Kato et al., 2012; Meng & Peng, 2016; Walter et al., 2015). Recently, Shelly et al. (2016)
proposed a fully automated procedure for magnitude estimation and relocation following the matched
filter detection. The procedure is efficient because it utilizes the massive amount of cross correlations
performed during matched filter detection, especially for very large catalogs. Manually reviewing these
newly detected events could be time consuming but still useful to evaluate the quality of the automatically
detected catalog. For the 2011 Virginia earthquake, Q. Wu et al. (2015) published a well-constrained
aftershock catalog using manually picked arrivals, which provides a useful data set for assessing the quality
of the template matching catalog. Below we summarize the comparisons in magnitudes and locations for
both catalogs.

Q. Wu et al. (2015) developed a new duration magnitude based on the regression between the standard
duration magnitude and the distance-corrected peak amplitude for 100 large aftershocks. In this study, we
estimate the extended local magnitude based on the amplitude ratio between the detected event and its
best matching template. We find that magnitudes from two studies are mostly consistent (Figure 3b), sug-
gesting that the automatic magnitude calibration is robust. We also find that for relatively small events
(i.e., M < 0.5), the magnitude estimation in our catalog tends to be slightly higher. Such magnitude overes-
timation for small events may be caused by two factors. First, the scaling factor between local magnitude and
amplitude ratio (i.e., c = 0.788) is computed from larger events. However, at small magnitudes, the measured
amplitude ratio may scale linearly with seismic moment instead (e.g., Hanks & Boore, 1984; Shelly et al., 2016),
which suggests that a better c value for small events is close to 2/3. Second, we use a relatively long time
window (i.e., 5 s) to compute the amplitude ratio between two events. For very small events, the coda
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wave amplitudes may become smaller than noises. Therefore, the
usage of larger noise signals could overestimate the amplitude ratio
and therefore local magnitude.

For hypoDD relocation, Q. Wu et al. (2015) used the differential travel-
times derived from manually picked arrivals, while we exclusively use
differential traveltimes from cross correlation (i.e., dtcc). The primary
motivation for using dtcc is its efficiency, as no manual review is
required and the computationally intensive cross correlation is already
done in the template matching stage. Another potential benefit of dtcc
is that they result in smaller relative location error than manual picks
(Waldhauser & Schaff, 2008). However, dtcc measurements may suffer
from cycle skipping or outliers. In this study, we applied two steps
to reduce potential cycle skipping effects. First, only dtcc associated
with high CC (i.e.,>7 MAD) is used, which is similar to the strategy used
by Waldhauser and Schaff (2008) and Shelly et al. (2016). Furthermore,
for the weighting function in hypoDD relocation, if the correlation
trace has consecutive peaks with similar CC (e.g., possible sinusoid
waveforms), its dtcc measurement will have very small weight (see sup-
porting information). In this way, we ensure that the reliable measure-
ments dominate the weighting scheme. As a result, the number of
relocated events in our catalog is slightly larger than that from Q. Wu
et al. (2015), and the seismicity pattern is almost identical between
the two studies. It is worth mentioning that some aftershocks isolated

from the seismicity clusters (e.g., MC, CNC, and FHC) in Q. Wu et al. (2015) do not exist in our catalog. This
is due to the lack of enough neighboring events for isolated clusters.

4.2. Foreshock Activity

Some large earthquakes at plate boundaries are preceded by foreshocks, which are clearly elevated seismic
activity compared to the background level (e.g., Kato et al., 2012; McGuire et al., 2005). Bouchon et al. (2013)
found that large interplate earthquakes tend to have accelerating foreshock activity that may be driven by
slow slip along the plate interface, while such phenomenon is much less common for intraplate earthquakes.
One may argue that such conclusion is biased because intraplate regions tend to have poor seismic network
coverage, where foreshocks are more likely missing from local catalogs with relatively high magnitude of
completeness. Indeed, even for recent large interplate earthquakes, the accelerating and migrating fore-
shocks only showed up after matched filter detection (e.g., Kato et al., 2012; Kato & Nakagawa, 2014). Here
we identified 22 earthquakes within 30 days before the 2011 Virginia mainshock with magnitude between
1.0 and 2.0. The seismicity rate prior to the Virginia mainshock does not show any acceleration pattern;
instead, it appeared to slow down around ~10 days before the mainshock (Figure 2). The small magnitudes
and stable occurrence rate suggest that these events are most likely background seismicity instead of fore-
shocks. Note that all templates used in detection are aftershocks. If foreshocks occurred along faults that
are well separated from the aftershock zone and/or had significantly different focal mechanisms, they may
remain undetected by our template library. Moreover, by visually examining the spectrogram ~1.5 hr before
the mainshock (Figure S4), we confirm that no immediate foreshocks were observed. This observation adds
to a growing body of evidences that no clear foreshock activity exists before moderate and large intraplate
earthquakes (e.g., Doi & Kawakata, 2012; Ruan et al., 2017; C. Wu et al., 2014; Yang et al., 2009). However, there
were also several mainshocks in eastern North American Plate preceded by foreshock activity, including sev-
eral felt tremors days before the 1886M6.9–7.3 Charleston earthquake (Dutton, 1889) and aM4.7 event 2 days
before the 1988M5.9 Saguenay, Quebec, earthquake (Somerville et al., 1990). These findings suggest that the
nucleation process of intraplate earthquakes (and likely interplate earthquakes) is rather complicated, which
requires careful earthquake identification and systematic studies for future events.

4.3. The b Value Map

It is commonly believed that b value from the Gutenberg-Richter relationship increases with decreasing
differential stress level (Scholz, 1968). Schorlemmer et al. (2005) found that thrust-faulting events, which
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are in higher stress regime, tend to have lower b values than normal faulting events, which are in lower stress
regime. Moreover, there was a clear correlation between low b values obtained from earthquakes prior to the
2011 Tohoku-Oki earthquake and area with high slip during the mainshock, as well as increased b value after
the mainshock and high slip (Tormann et al., 2015). For intraplate seismicity, the typical b value is around 0.8,
lower than the global average of 1.0 (Okal & Sweet, 2007). The lower b value of intraplate earthquakes might
indicate that intraplate faults are critically stressed due to a longer recurrence time.

The relatively large b values in Box B indicate relatively low differential stress level (Figure 9), which is consis-
tent with the occurrences of two swarms possibly related to high fluid pressures. The low differential stress is
also strongly supported by the stress drop studies by Q. Wu and Chapman (2017), in which they found very
low stress drop (< 1 MPa) for aftershocks in Box B. The large b values at the southwestern end of MC are more
complicated, as larger stress drop within MC suggests high differential stress level (Q. Wu & Chapman, 2017).
Moreover, the seismicity at the southwestern end is located in areas with little slip during the mainshock
(Hartzell et al., 2013) and marked the shallow limit of mainshock’s slip (Q. Wu et al., 2015), which is opposite
to the suggestion that large slip areas tend to have large b values (e.g., Tormann et al., 2015). Indeed, it has
been pointed out that a large slip area may not be necessarily associated with high stress (Yin et al., 2016).
Finally, the b values are also strongly affected by material and geometrical heterogeneity (Mogi, 1962).
Areas with high material and geometrical heterogeneity are less likely to host large earthquakes (e.g., Yang
et al., 2013), resulting in frequent smaller events and thus large b values. One example is the large b values
at volcanoes due to high material heterogeneity near the magma chamber caused by the ascending magma
(Wiemer & McNutt, 1997). The high material and geometrical heterogeneity at the southwest end of MC is
supported by very diverse focal mechanisms, suggesting many minor faults with variable orientations (Q.
Wu et al., 2015). In summary, the obtained spatial variability of the b values within the Virginia aftershock zone
suggests that intraplate faults may have strong heterogeneity in stress distribution andmaterial at local scale.

4.4. Aftershock Triggering Mechanisms

Below we explore possible mechanisms responsible for triggering aftershocks following the Virginia main-
shock, including static and dynamic triggering, afterslip, and Hurricane Irene. Static and dynamic triggering

37.9˚

38˚ 5 km

A

A’

B

B’

a

0

5

10

D
ep

th
 (

km
)

Distance (km)

A A’

c

0

5

10

15

20

D
is

ta
nc

e 
(k

m
)

-78˚ -77.9˚ -77.8˚

0 5 10 15 20

0 5 10

Depth (km)

B

B’

b

b-value

0.6 0.8 1.0 1.2 1.4

0 20 40 60 80 100

Slip (cm)

Figure 9. A comparison of the b valuemap obtained from Catalog2 and the finite slip model (Hartzell et al., 2013) in (a) map
and (b, c) cross-section view. Each earthquake is color coded by the b value computed from 100 nearest neighbors.

10.1029/2017JB015136Journal of Geophysical Research: Solid Earth

MENG ET AL. 10



for this sequence have already been investigated by Q. Wu et al. (2015), but we include them here to com-
plete the discussion.
4.4.1. Dynamic Versus Static Triggering
The two most important earthquake triggering mechanisms are the transient stress changes associated with
radiated seismic waves (i.e., dynamic triggering) and permanent stress changes caused by fault displacement
(i.e., static triggering). Although earthquakes triggered at remote distances can be only attributed to dynamic
stresses, the debate on dynamic versus static triggering in the near field (i.e., within one or two rupture
lengths), where dynamic and static stress changes are comparable, has been ongoing for the past decades
(e.g., Felzer & Brodsky, 2006; Richards-Dinger et al., 2010). In the near field, dynamic triggering is difficult to
observe, because the mainshock’s wave train is short and the frequency contents of mainshocks’ coda waves
and triggered aftershocks are very similar. Moreover, the static Coulomb stress calculations in the near field
are very sensitive to the slip model and receiving fault parameters (e.g., Zhan et al., 2011).

In Box A, as pointed out by Q. Wu et al. (2015), aftershocks located exclusively NE to the mainshock’s epicen-
ter (Figure 5), which is consistent with the rupture directivity (i.e., SW to NE). Such asymmetric aftershock dis-
tribution has often been used as evidence for near-field dynamic triggering due to the focusing of dynamic
stresses (e.g., Gomberg et al., 2003; Kilb et al., 2002). Q. Wu et al. (2015) also resolved the static Coulomb stress
changes on the nodal planes of known focal mechanisms using a source model based on the location and
moment release of three subevents (Chapman, 2013) and found that ~80% of focal mechanisms in Box A
are promoted closer to failure. However, as mentioned before, the static Coulomb stress calculations at such
close distances within the rupture plane are extremely sensitive to the changes in the slip model, focal
mechanism solutions, and aftershock locations and hence are subject to large uncertainties. In addition,
for the temporal evolution of the aftershock sequence, the Omori’s law decay in Box A can be explained
by the rate- and state-dependent friction model with a stress step (Dieterich, 1994). On the other hand,
Brodsky (2006) argued that dynamically triggered earthquake sequence could also follow Omori’s law, as
they may be secondary aftershocks of a large triggered event.

In Box B, the first two earthquakes occurred ~15 and ~35 min after the mainshock (Figure S4), with magni-
tude of 2.0 and 2.7, respectively. However, the long delay time does not completely eliminate the possibility
of dynamic triggering. Delayed triggering is not rare and may be explained by secondary triggering mechan-
isms initiated by dynamic stresses, like clock advance (Gomberg, 2001), aseismic creep (Shelly et al., 2011), or
fluid migration (Manga & Brodsky, 2006). Q. Wu et al. (2015) found that 63% of the focal mechanisms in Box B
experienced positive static Coulomb stress changes. Here we compute the static Coulomb stress changes
using focal mechanisms from Q. Wu et al. (2015) with updated hypocenters in Catalog2 and the slip models
by Chapman (2013; MC model) and Hartzell et al. (2013; SH model). For both MC and SH models, at least 60%
of events in Box B are brought closer to failure no matter which nodal plane is used (Figure 10). Thus, regard-
less of slip models and catalogs, our results (together with those from Q. Wu et al. (2015)) suggest that static
Coulomb stress changes could explain ~60% of aftershock triggering in Box B.

The key evidence to differentiate dynamic and static triggering is the existence of stress shadow, where seis-
micity is stifled by negative Coulomb stress changes (Harris et al., 1995; Harris & Simpson, 1992; Toda et al.,
2012). However, stress shadow is difficult to observe in intraplate regions, because they usually do not have
the high background seismicity rate needed to show clear rate decrease. Therefore, we could not confidently
reject either dynamic or static triggering following the Virginia mainshock. The asymmetric distribution of
aftershocks in Box A favors dynamic triggering, while the static triggering is the preferred mechanism in
Box B because it is consistent with the Coulomb stress increases.
4.4.2. Afterslip
Increasing number of studies on aftershock triggering followingmoderate-size earthquakes focus on afterslip
(e.g., Kato & Obara, 2014; Peng & Zhao, 2009; J. Wu et al., 2017), which is continuous aseismic slip above or
below the mainshock rupture zone to compensate the slip deficit (Marone, 1998). Afterslip following large
earthquakes can be identified by geodetic measurements. However, because of the lack of geodetic instru-
ments around the epicenter of the Virginia mainshock, afterslip could have occurred but went undetected
(Roeloffs et al., 2015). Therefore, we investigate the migration of earthquakes following the mainshock using
Catalog2, which is often considered as manifestation of aseismic creep or afterslip (e.g., Kato et al., 2012; Peng
& Zhao, 2009). We examine the spatial-temporal evolution of all seismicity along AA0, BB0, and depth
(Figure 11). In both boxes, we find that the aftershock zone did not expand with time along either
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direction. We also identify six and seven repeater families (e.g., Nadeau et al., 1995; Peng & Ben-Zion, 2005;
Peng & Zhao, 2009), which includes at least three events with highly similar waveforms (i.e., CC > 0.9), in
Boxes A and B, respectively (Figure S6). Similarly, no migration of repeaters is observed (Figure 11).
Therefore, along with the absence of geodetic measurements, we do not have any evidence for the
existence of afterslip. In our case, the temporary seismic network were not deployed until ~30 hr after the
mainshock. Hence, we cannot rule out the possibility that aftershock expansion occurred right after the
mainshock but were not captured by the permanent stations.
4.4.3. Hurricane Irene
In critically stressed tectonic settings, seismic events may be prompted or inhibited by extreme weather
events (e.g., rainfall, hurricane, or typhoon). For example, Hainzl et al. (2013) found that pore fluid pressure
diffusion in subsurface due to rainfall-induced seismicity rate increase at Mount Hochstaufen, Germany.
Seismicity modified by atmospheric pressure changes has also been studied but in much less extent. Gao
et al. (2000) illustrated an annual modulation of the triggered earthquake rate in California following the
1992 Mw 7.3 Landers earthquake by atmosphere pressure changes, which reduce the normal stress along
faults and enhance seismicity. Liu et al. (2009) suggested that some shallow slow-slip events were triggered
along the Longtitudial Valley Fault in eastern Taiwan following several wet typhoons. However, a more recent
study examining the same data set showed that most of the transient signals observed by borehole strain
meters were associated with rainfalls, rather than aseismic slip at shallow depth (Hsu et al., 2015).

A few days following the Virginia mainshock, Hurricane Irene raked the East Coast of United States. Between
Irene’s two landfalls at Cape Lookout, North Carolina, and Brigantine Island, New Jersey, it passed through the
aftershock zone of the Virginia mainshock with powerful swirls of wind (Avila & Cangialosi, 2011). Themeteor-
ological data (e.g., precipitation, temperature, and atmospheric pressure) is recorded every 20 min at the
National Oceanic and Atmospheric Administration station 03715/LKU, ~10 km from the mainshock’s epicen-
ter (Figure 1a). We do not observe any significant changes in precipitation and temperature associated with
Hurricane Irene (Figure S8). However, there was a clear atmospheric pressure drop between ~3 and ~5 days
after the mainshock, which is caused by the pass-by of the hurricane eye center (Figure 12b). The onset of the
first swarm in Box B coincided with the onset of the atmospheric pressure drop. Because the dominant
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faulting types in Box B are in reverse (Q. Wu et al., 2015), the seismicity rate increase during Hurricane Irene
can be qualitatively explained by fault unclamping due to atmospheric pressure drop (Figure 12a), similar to
how fluid extraction might change gravitational loading and induce earthquakes (Ellsworth, 2013).

To better quantify this, we predict the seismicity rate changes in Box B with the rate- and state-dependent
friction model (Dieterich, 1994). We first compute the Coulomb stress rate on a reverse fault from atmo-
spheric pressure changes (Figure 12b):

_S tð Þ ¼ _σ tð Þ sin θð Þ cos θð Þ þ μ
0
_σ tð Þ cos θð Þ cos θð Þ t > 0ð Þ (2)

where _σ tð Þ is atmospheric pressure rate (positive values denote atmospheric pressure decrease) computed
from a sliding window of 20 data points, θ is the average dip angle among focal mechanisms in Box B (i.e.,
50°), and μ

0
is effective friction coefficient (i.e, 0.4). Then, _S tð Þ is interpolated with a time step of 0.001 day.

At t = 0, we assume a 10 kPa Coulomb stress increase ΔS, which is the average static Coulomb stress change
among 30 focal mechanisms in Box B, to generate a decaying aftershock sequence. Finally, we compute the
seismicity rate R (t) according to the rate- and state-dependent model (Dieterich, 1994):

R tð Þ ¼ r

γ _S
(3)

where r is background seismicity rate, γ is state variable, and _S is background stress rate (γ ¼ 1
_S
at t = 0).

For an arbitrary stress history, the evolution of γ (t) can be computed as (Hainzl et al., 2013)

γ t þ dtð Þ ¼ γ tð Þ þ dt
2Aσ

� �
exp �

_S tð Þdt
Aσ

� �
þ dt
2Aσ

(4)
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where dt is sufficiently small time step (i.e., 0.001 day), σ is effective normal stress, A is a dimensionless fault

constitutive friction parameter, and _S tð Þ is the stress rate. _S, r, and Aσ are unknown parameters.

We predict the seismicity rate changes with a wide range of values for _S, r, and Aσ and compute the misfits
with the observed seismicity rate in Box B during the entire study period (supporting information). The opti-

mized parameter set is _S ¼ 12:8 kPa=year; r ¼ 1; 024 year�1;Aσ ¼ 3:2 kPa. Both _S and Aσ are 1 order of mag-
nitude larger than the optimized model parameters found by Hainzl et al. (2013) at Mount Hochstaufen,
Germany, and smaller than typical interplate regions (e.g., Hainzl et al., 2009; Toda et al., 1998). The observed
rate changes and optimized model prediction show very similar decay trend during the entire study period
(Figure 12c). Moreover, the onsets of rate increase from the observed rate changes and optimized prediction
during Hurricane Irene’s pass-by are consistent. However, the optimized prediction has a smaller and more
gradual rate increase, while the observed seismicity has a larger and steeper increase. The effects of varying

parameters are illustrated in Figures 12c–12e. With higher r, lower _S, or lower Aσ values, the rate increase dur-
ing Hurricane Irene’s pass-by becomes larger and steeper, which is more similar with the observed data, but
the misfits at other times become significantly larger.
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We note that the above interpretation assumes that stress perturbations by Hurricane Irene cause the
observed seismicity rate changes in Box B. In reality, aftershock activities fluctuate, especially at a short time-
scales. Hence, while we do find some correlations between the atmospheric pressures and the seismicity
rates, such correlation does not necessarily support a causal relationship between them. A more systematic
study with a larger data set around the globe is needed to test the possible triggering relationship between
hurricanes and earthquake occurrences (e.g., Wdowinski et al., 2017).

5. Conclusion

We perform single-station matched filter detection within 30 days before the 2011 Virginia earthquake and
found no clear foreshock activity. With enhanced aftershock catalogs, we observe typical Omori’s law decay
for aftershocks close to the mainshock’s rupture plane (Box A), while off-fault aftershock sequence (Box B)
included two earthquake swarms. The b value map illustrates an overall lower b value in Box A than that in
Box B. The significant spatial variability of b values suggests strong heterogeneity in stress distribution or
crustal material in intraplate regions. Finally, we conduct a detailed investigation on aftershock triggering fol-
lowing the Virginia mainshock, including dynamic and static triggering, afterslip, and hurricane. No single
triggering mechanism is able to explain all features in spatiotemporal distributions of aftershocks. The asym-
metric aftershock distribution in Box A can be best explained by focusing of radiated dynamic stresses, while
the static Coulomb stress changes better explain the triggering in Box B. Moreover, the first earthquake
swarm in Box B may be related to the atmospheric pressure drop due to pass-by of Hurricane Irene. The
results suggest that multiple triggering mechanisms contribute to aftershock triggering in intraplate regions,
similar to previous studies at major plate boundaries (Daniel et al., 2008; Meng & Peng, 2014).
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