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Abstract Frictional properties of seismogenic faults play critical roles in earthquake generation and
rupture propagation. Although laboratory measurements have well revealed the frictional parameters of a
variety of rock samples, those on seismogenic faults remain difficult to determine due to the strong trade-off
between critical slip-weakening distance (d0) and strength drop. Here we conduct dynamic rupture
simulations to determine the frictional parameters on the fault where the 2015 Mw7.8 Nepal earthquake
occurred, with constraints from near-field seismic and geodetic observations, and kinematic source models.
By utilizing different trade-off patterns of source parameters and multiple observations for the first time,
we can determine the frictional parameters of the seismogenic fault. The best fit dynamic model yields a
d0value of ~0.6 m, in contrast to the previous kinematical estimation of ~5 m (Galetzka et al., 2015, https://
doi.org/10.1126/science.aac6383). The average fracture energy of this event is GC≃1:4�106 J/m2. Such
approach can be used to determine the frictional parameters on seismogenic faults, which could serve for
seismic hazard assessment by predicting ground motion from dynamic rupture simulations.

1. Introduction

Frictional properties of rocks hold key information of earthquake physics, yet are mostly measured in
laboratory experiments (e.g., Di Toro et al., 2011). The frictional behavior of rocks in laboratory experiments
could be approximated as a linear slip-weakening relation (Ida, 1972), in which the frictional resistance
decreases from the static to dynamic level over the critical slip-weakening distance (d0), an important
parameter governing earthquake rupture dynamics. Many seismic studies have attempted to constrain d0
in the field for several earthquakes based on dynamic (Dalguer et al., 2003; Dunham & Archuleta, 2004;
Goto & Sawada, 2010; Ma et al., 2008; Nielsen & Olsen, 2000; Olsen et al., 1997; Peyrat & Olsen, 2004) and
kinematic rupture models (Galetzka et al., 2015; Ide & Takeo, 1997; Tinti et al., 2004), as well as direct
estimations from near-field ground motion observations (Fukuyama & Mikumo, 2007; Kaneko et al., 2017;
Mikumo & Yagi, 2003). However, large uncertainties of the values of d0 from seismological methods still
remain (Ide & Takeo, 1997; Olsen et al., 1997), mostly because of the intrinsic trade-off between d0 and
strength drop (the difference of static and dynamic frictional resistance) (Goto & Sawada, 2010; Guatteri &
Spudich, 2000). Here we determine the d0 on the seismogenic fault of the 25 April 2015 Mw7.8 Nepal
earthquake from spontaneous dynamic rupture simulations, constrained by near-field seismic, geodetic
observations, and kinematic source models, which can significantly remove the trade-offs.

On 25 April 2015, anMw7.8 earthquake has struck central Nepal, 80 kmnorthwest of Kathmandu, and produced
strong shaking that caused extensive damage and killed more than 8500 people (Sapkota et al., 2016). The
rupture starts at a hypocentral depth of ~15 km and propagates eastwards along the lower edge of the locked
portion of the Main Himalayan Thrust (Avouac et al., 2015), where the Indian and the Eurasian plates collide at a
rate of ~18 mm/yr (Lavé & Avouac, 2000). Moment tensor solutions show that this earthquake was a nearly
pure double-couple reverse faulting event, with the fault plane estimated to have a strike of 293°, a dip angle
of 7–10°, and a rake of 95–100° (Avouac et al., 2015; Galetzka et al., 2015; Wei et al., 2018). The final slip
distribution and rupture speed obtained from kinematic inversions and backprojection methods consistently
show that this earthquake had a relative simple rupture pattern with an average speed of 2.8–3.2 km/s (Fan
& Shearer, 2015; Grandin et al., 2015; Lay et al., 2016; Liu et al., 2016; Wei et al., 2018; Yagi & Okuwaki, 2015;
Yin et al., 2017; Yue et al., 2016) (Figure 1a and Table 1). A number of seismic and geodetic apparatus, which
have been installed in this region over past 20 years, provide a unique opportunity to investigate the rupture
process of this event and the frictional properties of the seismogenic fault.
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2. Method and Model Parameters

First, we calculate the coseismic stress drop Δ⃑τ kin of the 2015 Nepal earthquake basing on a kinematic model.
It has been suggested that this event was confined at a relatively flat décollement that is bounded by steeper
ramps (Hubbard et al., 2016; Qiu et al., 2016). To focus on the coseismic process, we consider a planar dip-slip
fault with a dip angle of 7° embedded in an elastic domain, the velocity structure of which is approximated by
a 1-D layer model (Table 2). A sufficiently large domain (200 × 260 × 60 km) is constructed to avoid the
boundary effects. Free slip boundaries (no-slip in the direction normal to the boundaries) are applied on all
sides of the domain except for the free surface. The kinematic slip model (Wei et al., 2018) is smoothed to
eliminate traction singularities and cutoff at 1 m (Figure 1a). The calculated static stress drop, with both strike
(Δτstr) and dip (Δτdip) components (Figure 2), is also smoothed for the input of the dynamic models.

In the dynamic models, we apply a linear slip-weakening friction law on the fault, in which the friction coeffi-
cient f is given by

f δð Þ ¼ f s � f s � f dð Þδ=d0 δ ≤ d0
f d δ > d0

�
(1)

where fs is the static friction coefficient, fd is the dynamic friction coeffi-
cient, δ is the fault slip, and d0 is the slip-weakening distance. We set up
a constant effective normal stress σn = 100 MPa and an artificial constant
fd; thus, we have the dynamic friction τ⃑d

�� �� ¼ f dσn , where ∣ · ∣ means the
absolute value of stress. Here we set up the rake of τ⃑d as 100°, same as
the suggested rake of this event (Avouac et al., 2015).

We assume that the slip-weakening distance d0 is linearly proportional to
the observed kinematic slip as suggested by previous seismic observations
(Tinti et al., 2005; Viesca & Garagash, 2015), i.e., d0 = Cukin where ukin
is the slip from the kinematic model (Figure 1a) and C is a free
parameter. The cases with uniform d0 are also considered. The initial shear

stress is τ⃑0 ¼ BΔ⃑τkin þ τ⃑d , where Δ⃑τkin is the static stress drop calculated
from the kinematic model (Figure 2) and B is another free parameter.

The stress drop of the dynamic model is Δ⃑τdyn ¼ τ⃑0 � τ⃑f . It is noted that

Figure 1. Kinematic and dynamic models of the 2015 Nepal Gorkha Mw7.8 earthquake. (a) The kinematic coseismic slip (red colors) with contours per 0.5 m is
adapted from Wei et al. (2018). Cyan inverted triangles are the high-rate (5 Hz) GPS stations, and white inverted triangles are the low-rate (1/30 Hz) GPS stations.
Red diamond is the strong motion station. The strong motion data are downloaded from the Center for Engineering Strong Motion Data (www.strongmotioncenter.
org) and the high-rate and low-rate GPS data are from Wei et al. (2018). The black (observed) and red (kinematically synthetic) curves are the vertical waveforms
adapted fromWei et al. (2018) at stations chlm, sndl, and KATNP, filtered between 0.02 and 0.33 Hz. The black and blue arrows denote the observed and kinematically
simulated coseismic horizontal displacements at the GPS sites. The dots indicate relocated seismicity between 1995 and 2003. (b) Same as in (a), except for the
coseismic slip, ground waveforms, and GPS displacements from the dynamic rupture simulation. The parameters for the dynamic model are C = 20%, B = 0.9, and
S = 0.5.

Table 1
Estimated Rupture Parameters of the 2015 Nepal Gorkha Mw7.8 Earthquake

Total
moment
(1020 N m)

Rupture
speed
(km/s)

Duration
(s)

Rise
time (s) References

7.2 2.8 ± 0.3 45–55 Avouac et al. (2015)
2.9 ~55 Fan & Shearer (2015)
3.3 65 ~6 Galetzka et al. (2015)

7.7 3.1–3.3 50 Grandin et al. (2015)
9.63–7.87 3 50–60 4–6 Lay et al. (2016),

Liu et al. (2016),
Wang & Mori (2016),
Wei et al. (2018), and
Yagi & Okuwaki (2015)

2.7 Meng et al. (2016)
9.09 3.3 50–55 He et al. (2015)
6.4 3.2 50–60 8–10 Yue et al. (2016)
6.4–9.6 3 ± 0.2 47–53 4–8 Summary
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the residual stress τ⃑f
�� �� rarely equals to τ⃑d

�� �� in the dynamic rupture models,

and we call it overshoot for τ⃑f
�� �� < τ⃑d

�� �� and undershoot for τ⃑f
�� �� > τ⃑d

�� ��. The
scalar fault strength is set as τs ¼ f sσn ¼ 1þ Sð Þ τ⃑0

�� ��� τ⃑d
�� ��� �þ ∣τ⃑d∣ ,

where S is the nondimensional seismic ratio. In order to obtain the first-
order information, C, B, and S are set as uniform constants on the entire
seismogenic fault, which correspond to d0, initial shear stress, and strength
drop, respectively.

We use PyLith (Aagaard et al., 2013) to conduct the dynamic rupture
simulations. The rupture is initiated from the U.S. Geological Survey
epicentral location (http://earthquake.usgs.gov/earthquakes/eventpage/

us20002926) by a time-weakening scenario with a constant rupture speed of half of the S wave speed, which
can transfer to slip-weakening scenario spontaneously. The absorbing boundary condition (Aagaard et al.,
2013) is applied on all boundaries except for the free surface. We set the grid size and time step to be
250 m and 0.01 s, respectively, meeting the minimum requirement of the cohesive zone size (Supporting
information). We test the resolution by reducing the grid size to 150 m for the best fit model and find the
effects of grid size are minor, showing that our selection of grid size 250 m does not affect the model results.

3. Results
3.1. Constraint From Kinematic Source Parameters

Because of the strong trade-offs among frictional parameters and initial shear stress, we conduct a large

number of simulations in which C is changed from 10 to 60% (i.e., average slip-weakening distance d0 from
0.3 to 1.8 m), B is changed from 0.7 to 1.2, and S is changed from 0.1 to 1.5. We first investigate the trade-off
patterns of final seismic moment of the dynamic models. Given the same initial shear stress, we find that final
seismic moment increases with the slip-weakening distance d0 for C < 30% and decreases for C > 30%, but
always decreases with strength drop (Figure 3a). Unsurprisingly, final seismic moment increases with initial
shear stress monotonously for all values of d0 and strength drop (Figure 3c). For static analysis, the final
seismic moment can be uniquely determined by the initial and final shear stress given the dimension of
the seismogenic fault (Aki, 1972). However, it also depends on the frictional parameters in dynamic models

Figure 2. (a) Downdip and (b) along-strike static stress drops calculated from the kinematic slip model. Red stars mark the
hypocenter of the main shock.

Table 2
The 1-D Velocity Model Used in This Paper

Thickness (km) VS (km/s) VP (km/s) Density (g/cm3)

4.0 3.20 5.50 2.53
12.0 3.40 5.85 2.64
4.0 3.50 6.00 2.69
6.5 3.70 6.45 2.83
10.0 3.85 6.65 2.90
5.0 4.15 7.20 3.07
14.0 4.20 7.50 3.17
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so that we cannot determine the frictional parameters and initial shear stress of dynamic model solely from
the kinematically inverted seismic moment, because of the trade-offs.

We also compare the rupture speeds of the dynamic models with those estimated from the kinematic source
models and backprojection methods (Table 1). The average rupture speed (average value along the central
depth of the seismogenic fault) decreases with d0 and strength drop monotonously (Figure 3b), but increases
with initial shear stress (Figure 3d). Although the observed range of rupture speed defines a suitable region of
model parameters, there are clear trade-offs among the strength drop, d0, and the initial stress. We also
cannot uniquely determine the frictional parameters and initial shear stress solely from the rupture speed.

However, the trade-off patterns of seismic moment and rupture speed show distinctly different trends
(Figure 3), making it feasible to combine these two kinds of observations to reduce the trade-offs. If we super-
impose the trade-off pattern of rupture speed on that of final seismic moment, the observed seismic moment
(6.4–9.6 × 1020 Nm; Table 2) and rupture speed (3 ± 0.2 km/s; Table 2) can roughly enclose a region with C
between 10 and 40%, S between 0.1 and 1.0, and B between 0.8 and 1.2 (Figure 3). It is noted that when
the slip-weakening distance d0 and strength drop are larger than certain critical values (thick black curves in
Figure 3), the ruptures become self-arresting and cannot rupture the entire seismogenic fault, which is mainly
controlled by the energy balance between strain energy release and the fracture energy (Weng &
Yang, 2017).

Figure 3. Trade-off patterns of seismic moment and rupture speed. Dependencies of (a and c) seismic moment and (b and
d) rupture speed on C (d0), S (strength drop), and B (initial shear stress). For a and b, B = 0.9, and for c and d, S = 0.5.
The thick red curves mark the observed ranges of seismic moment and rupture speed, respectively. The black thick cross
indicates the best fit dynamic model. Thick black curves show the critical boundaries that separate breakaway and self-
arresting ruptures given the same nucleation condition.
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3.2. Constraint From Near-Field Observations

In addition to the constraints from seismic moment and rupture speed, we
make further efforts to shrink the range of the best solution by using
near-field seismic and geodetic observations. We first compare our
near-field synthetic ground velocities with the measurements at four
high-rate (5 Hz) cGPS stations kkn4, nast, chlm, and sndl, and one strong
motion station KATNP (Figure 1 and Movie S1). Due to the resonance
effects of the Kathmandu basin on the horizontal components of
waveforms (Galetzka et al., 2015), only the vertical waveforms are
considered here. Both the observed and synthetic data are transformed
to velocities, filtered between 0.02 and 1 Hz, and aligned by the time of
their peak velocities (Figure 4). Several factors in our dynamic model
may affect the peak arrivals: the artificial nucleation speed, the velocity
structure, and fault geometry etc. Tuning the artificial nucleation speed
can change the alignments of all waveforms by a constant time shift. But
there are still offsets of 1–3 s between the synthetic and observed
waveforms after this constant time shift, which could attribute to the
simple velocity structure and fault geometry we used.

In general, our synthetics show good agreement with the data. The
secondary pulses with smaller amplitude at the stations KATNP, nast,
and chlm are likely caused by the second-order effects, such as 3-D
velocity structure (Galetzka et al., 2015) or fault geometries (Hubbard
et al., 2016; Qiu et al., 2016). We quantify the least squares misfit functions
between the synthetic and observed waveforms. The waveforms appear
to be sensitive to d0 and d0 could be bounded near C = 20% (Figures 5a
and 6a). But both strength drop and initial stress still suffer trade-offs

(Figures 5a and 5c). We further test the sensitivity of the waveforms on the frictional parameters and find that
the synthetic waveform is more sensitive to the d0 than to the S ratio (Figure 6).

Since static ground displacement is more sensitive to the final seismic moment than to the moment rate, we
also compare our modeled ground displacements with the static GPS measurements (Figure 1). The least
squares misfit functions of three-component static displacements also show significant trade-offs
(Figures 5b and 5d). However, the trade-off trends are distinctly different from those of seismic waveforms,
especially between d0 and the initial shear stress (Figures 5c and 5d). Thus, we define a total misfit function
to combine the constraints from both seismic waveforms and static GPS displacements, for example, average
of these two misfit functions with equal weighting, except for the station sndl that is weighted by half due to
its further distance. As shown in Figure 7, the best solution of the model parameters is well bounded by the

total misfit, such as C = 20% (corresponding tod0≃0.6 m), B = 0.9, and S = 0.5. The synthetic ground velocities
and displacements of this best fit dynamic model are well consistent with the near-field observations
(Figure 1b).

4. Discussion
4.1. Comparison With Kinematic Models

Because a hypothetical uniform d0 has been commonly used on seismogenic fault in previous dynamic
simulations (Ma et al., 2008; Olsen et al., 1997; Weng et al., 2015, 2016; Yang et al., 2013), we then test the
cases with uniform d0. In these cases, d0 is changed from 0.3 to 2.4 m while fixing B = 0.9, and S = 0.5. We
can obtain a similar best fit dynamic model with a uniform d0= 0.9 m (Figure 8). As the misfit of the best fit
model with slip-scaled d0 is smaller than those with uniform d0 (Figure 8), we conclude that the average

slip-weakening distance d0 of this event is 0.6 ± 0.3 m. This value is much smaller than the kinematical
estimation of ~5 m by Galetzka et al. (2015). In addition, it appears that the peak slip rate of our best fit
dynamic model is nearly 6 m/s (Figure 9b), greater than the kinematically obtained value, 1.1 m/s (Galetzka
et al., 2015). We find that the spatial width of slip pulse along strike is ~20 km in their kinematic model

Figure 4. The black and red curves are the observed and the synthetic verti-
cal waveforms (0.02–1, 0.02–0.3 Hz for station chlm) from the best fit
dynamic model with C = 20%, B = 0.9, and S = 0.5. The amplitudes of the
waveforms are indicated on the top right of each observed waveform.
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Figure 5. Dependencies of misfit functions of (a and c) waveforms and (b and d) GPS data on C (d0), S (strength drop), and B
(initial stress) of the dynamic models. For a and b, B = 0.9 and for c and d, S = 0.5. The black thick cross indicates the best fit
dynamic model.

Figure 6. (a) The black and red curves are the observed and synthetic vertical waveforms at strong motion station KATNP
(0.02–1 Hz). The synthetic vertical waveforms are extracted from the dynamic models with S = 0.5, B = 0.9, and different C
shown in the legend. (b) For the dynamic models with B = 0.9, C = 20%, and different S shown in the legend. Red texts show
the least-square misfits of the waveform pairs.
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(Galetzka et al., 2015), much larger than that in our dynamic model that is highly variable and mainly
concentrates near the rupture front (Figure 10). The kinematic methods likely smear the narrow and strong
slip pulse to a wider region, and thus overestimate the d0 even a dynamical-like regularized Yoffe function
was used (Galetzka et al., 2015). In our model, there is a narrow high slip-rate pulse separating from the
main pulse after 120 km along-strike propagation, which may be caused by re-rupturing of certain fault
segment (Figure 10 and Movie S1). In company with such re-rupturing, there exist localized supershear
speeds, as observed in all dynamic models (Figure 9a). Since the rupture mode of this event is mostly
mode III, we expect that the entire fault will have sub-shear rupture speeds. However, due to
heterogeneous properties and stresses, some locations could have mixed modes and thus have
supershear speed, even for the case with S = 1.5.

To analyze the slip rate function, we track three parameters of slip rate
function in our dynamic models using the definitions of the regularized
Yoffe function, such as peak slip rate _up, risetime tris, and process-zone time
tp (Figure 11a). The risetime tris is defined as the period from when the slip
rate first reaches 0.01 m/s to when the slip reaches 90% of the final slip.
The process-zone time tp is defined as the time beginning when the
slip rate first reaches 0.01 m/s and ending at peak slip rate _up. We find that
the average peak slip rate _up decreases with d0, while the average risetime
tris and the average process-zone time tp both increase with d0. In contrast,
the three slip rate function parameters weakly depend on strength drop.
The estimation of risetime of the 2015 Mw7.8 Nepal earthquake from
several kinematic models is approximately 4–8 s (Table 1). Though the
definition of risetime in these kinematic models is different from that in
our dynamic models, the average value of the risetime is consistent with
our best fit dynamic model. In the best fit dynamic model, the average tp
is smaller than 1 s and the average _up is larger than 3 m/s (Figure 11).

4.2. Energy Budget of the 2015 Nepal Gorkha Earthquake

The total fracture energy of the best fit dynamic model isGC ¼ 1
2
τs � τd d0

A≈0:9�1016J (τs � τd≈4:8 MPa, d0 ¼ 0:6 m, rupture area A = 6 × 103 km2).
The overshoot of this model is about 20%, similar with a circular rupture
that has overshoot between 15 and 20% when the rupture speed is
between 0.6 and 0.9 VS (Madariaga, 1976). Considering the total released
strain energy of the best fit dynamic model with overshoot (Kanamori &

Figure 7. (a) Contours show the total misfit value, including waveforms and GPS displacements, as a function of C (d0) and
S (strength drop). B = 0.9. The trade-offs are well removed in the total misfit functions. (b) Total misfit as a function of C and
B. S = 0.5.

Figure 8. The red curve is the total misfits as a function of C, and blue curve is
the total misfits as a function of d0. B = 0.9 and S = 0.5. The best fit C is 20%
corresponding to d0 = 0.6 m and the best fit uniform d0 is 0.9 m.
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Rivera, 2006), ΔW ¼ 1
2
τ0 � τf uA� τd � τf uA≈2:3�1016J (τ0 � τf ≈3:9 MPa, u≈3 m, τd � τf ¼ 0:7 MPa), the

estimated radiated energy is approximated as ER = ΔW � GC ≈ 1.4 × 1016J, which agrees with the
estimations by integrating the source spectrum, 1 × 1016 � 6 × 1016 J (Denolle et al., 2015; Lay et al.,

2016). The average fracture energy per unit area is GC≈1:4�106 J/m2, 1 order of magnitude smaller than
the expected value from the slip-fracture energy scaling (slip ~3 m) that is ~3 × 107J/m2 (Viesca &
Garagash, 2015), but is well consistent with the estimated values, on the order of 106 J/m2, from the
dynamic models for the 1992 Landers, 2000 Tottori, and 1995 Kobe events (Mikumo et al., 2003; Olsen
et al., 1997). The deviation may stem from the different values of d0 from the dynamic and kinematic
models, which also highlight the importance of using dynamic rupture model for determining the friction
parameters.

4.3. Sensitivity of Waveform

We also test the cases with d0 = 5m and find that the rupture can propagate only when S is close to zero (fault
strength is close to initial shear stress). However, the amplitudes of ground waveforms are quite small in such

extreme cases. Figure 12 shows that the waveformmisfit is sensitive to the
fracture energy when the fracture energy is larger than 1.4 × 106J/m2; for
example, the contours of waveform misfit have similar trend with the frac-

ture energy contours. In contrast, if the slip-weakening rate τs � τdð Þ=d0 >

10 MPa=m, the waveformmisfit is sensitive to the slip-weakening rate. The
fracture energy and slip-weakening rate of the extreme model with
d0=5 m (S~0.0) are ~8 × 106J/m2 and ~0.6 MPa/m, making it difficult to
fit the near-field observations (Figure 12). The slip-weakening rate in the
field may vary with slip if dynamic weakening mechanism occurs (Rice,
2006; Wibberley & Shimamoto, 2005). But the order of magnitude of d0
is estimated to be 0.5 m given the average risetime of ~6 s, according to
Rice (2006, equation (29)) that relates d0 and risetime basing on a thermal
pressurization model.

Although we use an artificial constant fd in this paper, our tests show that
the absolute value of fd is not important, as the synthetics produced from
different fd values are indistinguishable (Figure 13a). The difference
between the static and the dynamic frictional stress in the slip-weakening
friction law (i.e., strength drop) is more important than the absolute level
of the dynamic frictional stress. As we use both dip and strike

Figure 9. Rupture details of the dynamic model. (a) The rupture speed (normalized by the Swave velocity), (b) the peak slip
rate, and (c) the risetime distributions of the dynamic model with C = 20%, B = 0.9, and S = 0.5. The contours mark the
rupture fronts in every 5 s.

Figure 10. Slip rate history at the central depth of the fault in the dynamic
model with C = 20%, B = 0.9, and S = 0.5.
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components of the kinematically inverted stress dropΔ⃑τkin (Figure 2) to set up the initial shear stress, the rake

of τ⃑d needs to be considered. Our tests show that the rake of τ⃑d has minor effects on the synthetic waveforms.
This also holds true for the horizontal waveforms (Figure 14). The change of rake may slightly affect the

amplitudes of horizontal waveforms by acting on the radiation pattern. The rake of τ⃑d can affect the
orientation of static GPS displacements (Figure 13b), which shows that considering two components of

initial shear stress is necessary. In this study, the rake of τ⃑d is set up according to the observed value of this
event. In calculating the static stress drop from the kinematic slip, we artificially cut off the slip less than
1 m for two reasons: the smaller slip of < 1 m has lower reliability for an Mw7.8 event and the effects of
the cutoff value on the waveforms and static displacements are minor (Figure 13c).

We note that the waveform fits of our dynamic models for horizontal components are not as good as the
vertical components (Figures 4 and 14). The waveform fits at station sndl are better than another four
stations. The observed horizontal waveforms at KATNP and nast stations have larger amplitudes and more
peaks than the synthetic waveforms (Figure 14). This deviation may be caused by the 3-D sedimentary
structure in the Kathmandu Valley (Galetzka et al., 2015; Wei et al., 2018). A 3-D velocity model may improve
the horizontal waveform fits (Wei et al., 2018), and could be applied to the dynamic models in the future.

4.4. Factors Not Considered

Several factors that could affect the estimations of d0 were not considered in this study, such as geometrical
roughness of fault, inelastic material properties, and different friction models. Irregular fault geometry could
affect the rupture propagation and thus the ground waveforms (e.g., Wang et al., 2017; Yu et al., 2018). Here

Figure 11. (a) Slip and slip rate function (SRF) with the definition of the peak slip rate _up, risetime tris, and process zone time
tp on the fault. (b–d) The dependencies of three important parameters (average values) of THE SRF on C and S. Different
colored symbols mark different S shown in the legend. Gray region in (c) shows the observed range of risetime (Table 1).
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we used planar fault geometry as suggested by Hubbard et al. (2016).
Another reason for us to use the simple fault geometry is to compare
our dynamic model results with the kinematic model, which was
obtained on a planar fault (Wei et al., 2018).

The rupture tips carrying highly concentrated stress may cause
off-fault yielding and weaken the near-field waveforms (Ma, 2012).
Off-fault yielding during earthquakes may generate damage fault
zones that have been observed in a number of crustal faults (e.g.,
Yang, 2015; Yang et al., 2011, 2014; Yang & Zhu, 2010) and are
suggested to significantly modulate rupture propagation (e.g.,
Weng et al., 2016). Ignoring the off-fault yielding might lead to
overestimate the actual d0. Applying inelastic materials in dynamic
models (Andrews, 2005) could be implemented in future investiga-
tions if off-fault yielding at seismogenic depths can be reasonably
constrained.

Moreover, the slip-weakening friction law used in this study is a
specified and simplified friction law. Although our dynamic model
constrains the best fit model with S = 0.5, but the simple friction law
may not capture the very early evolution of friction, such as the flash
heating that may largely reduce the friction coefficient during very
small slip (Rice, 2006). Applying a more complicated friction model,
such as including dynamic weakening effects, may better depict the
frictional behavior of faults (Rice, 2006). Despite the above limitations
and uncertainties, the method developed in this study could be
applicable to other events and provide insights of earthquake physics.

Figure 12. Misfit function of waveforms on C and S, same as Figure 5a. The red
curves are the contours of average fracture energy of the dynamic models. The
blue curves are the contours of average slip weakening rate of the dynamic
models, τs � τdð Þ=d0 .

Figure 13. Comparison of (top) waveforms and (bottom) GPS displacements for different (a) dynamic friction coefficients fd, (b) rake angles of τ⃑d , and (c) cutoff slip.
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5. Conclusion

Here we demonstrate that by integrating constraints from kinematic source models and near-field observa-
tions, we can determine the critical slip-weakening distance d0 and strength drop on seismogenic faults. In
the case of the 2015 Nepal Mw7.8 earthquake, we find that the seismic moment, rupture speed, and misfit
of near-field waveforms and static GPS displacements show distinctly different trade-off patterns, controlled
by the rupture dynamics. Combining the different lines of observations helps to remove the trade-off
between frictional parameters and initial stress. The best fit dynamic model yields a d0 value of ~0.6 m

and an average fracture energy GC≃1:4�106 J/m2 for the 2015 Mw7.8 Gorkha, Nepal earthquake. The well-
constrained frictional parameters could be used for future dynamic models to estimate the ground motion,
such as the peak ground velocity or peak ground acceleration that is important for assessing seismic hazard.
Similar approach could also be conducted for other great earthquakes, enabling broad estimations of the
dynamic source parameters in global perspectives that can better reveal the intrinsic physics of earthquakes.
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